Abstract

A classification technique (or classifier) is a systematic approach used in building classification models from an input data set. The model generated by the learning algorithm should fit both the input data well and correctly predict the class labels of records it has never seen before. Therefore, a key objective of the learning algorithm is to build models with good generalization capability i.e. models that accurately predict the class labels of previously unknown records. The accuracy or error rate computed from the test set can also be used to compare the relative performance of different classifiers on the same domain. However, the results obtained for accuracy is good and average error rate obtained is equally acceptable for the test records in which the class labels of the test records was not known, in both the classifiers. As
computational complexity is concerned Bayes Classifier performs better than Decision Tree Classifier in our system. While the Decision Tree Classifier performed better than Bayes Classifier based on prediction in this system.
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