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ABSTRACT
In software engineering testing plays an important role in development and maintenance of software. Component based software development gained a lot of practical importance in the field of Software engineering by the academic researcher and industry for finding reusable efficient test cases. It is the predominant problem in software engineering that clustering reduces the search space of the component of test cases by grouping of similar entities together ensuring reduce time complexity and reduce the search time for retrieve test cases according to requirement. In this research paper we investigate how k-mean work on the set of requirement and usable test cases we also define how to resolve the k-mean clustering static number of cluster when new requirement or test cases will come. In this research paper we investigate how k-mean work on the set of requirement and usable test cases we also define how to resolve the k-mean clustering static number of cluster when new requirement or test cases will come. Here we purposed an approach for dynamic clustering for test cases and requirement.
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1. INTRODUCTION
Collections of large amount of data worldwide lead to the term Big data, and with the advent to extract meaningful information from this data leads to existence of data mining. Data can be text of words, conjunctions of sentences in documents. Text mining is one of the current research topic in NLP. Text mining is a process of extracting high quality information from the text. Text mining has many applications but its major applications are in software engineering which includes Feature extraction , code retrieval , traceability , bug locating , reverse engineering , refactoring and restructuring, reusability, sequencing. These tasks are based on the query formulated by the user. Text mining further defines text retrieval which means extracting or retrieving text by formulating or reformulating the query. Query states the feature and retrieval depends upon the text in the query and the related text in the database or repository.

Text retrieval linked with the reusable test cases as a automated software for component retrieval is an important thing. In this paper we are purposing a algorithm for clustering the reusable test cases with the set of requirements given by the user in the form of query and then finding the correlation between the clusters. Clustering groups the similar features or properties in one cluster and dissimilar features in another cluster, by clustering we have quick search response time and easy retrieval.

2. RELATED WORK
There are many research studies that are related with text mining. [1] A generalized approach is used to cluster documents or components on the basis of similarity function i.e. hybrid XOR, which is deflagrate for finding the level of resemblance between documents, software components and modules. [3] evidence that LDA-GA is capable to name robust LDA form that extend to a mellower exactitude on various datasets for the described software engineering tasks as equated to antecedently released outcomes, heuristic and the outcome of a combative search,[5] recommender (Refoqus) is measured emulously opposed to 4 baseline approaches that are applied in document retrieval. Recommender executed the baselines and its recommendation extend to query execution advancement and conservation in 84% of the cases on an average[6] Simulating the semantic resemblance between documents confront a substantial theorisation challenge for cognitive science; with clichéd applications deals with the text in information handling, retrieving and decision support systems. [7] A prelude empiric study demonstrate that the metric is a good cause forecaster for text retrieval concept position, exceeding previously existing techniques from the area of NLP.[8] the relative reveals that a simple text models i.e. UM and VSM are more effectual at correctly recalling the related files within a library as equated to the more convoluted models such as LDA.[10] Revealed that the retrieval efficiency of document can be importantly more efficacious than conventional ranked list approach.[11] This paper presented the technique to originate clusters and cluster delineation by using user point of view.[12] Hierarchal clustering applied to search outcomes, possibly increases the recovery effectiveness likened to other static clustering of traditional IFS.

3. METHODOLOGY
Our system consists of following steps:

a. Preprocessing
b. Clustering with Cosine similarity
c. Ranking the clusters
d. Sentence similarity index.
e. Cluster similarity index.
f. Normalize cluster similarity index.
1. In the first step we will extract the text from the Requirement document and test document.

2. After extracting the text, pre-processing phase will start in which tokenization and stop word removal will be applied on the text.

3. In the third step, after pre-processing phase we will calculate the TD-IDF phase in which document, weightage will given to texts and represent in the vector form.

4. After completion of these steps, K-Mean with cosine similarity is applied this will result in cluster of documents and test cases.

Above step results in cluster, in this step we find less duplicate information cluster by correlation.

5. In the last step we will check the similarity of new document by calculating the sentence similarity index and cluster similarity index, if the value of NCSI (Normalize cluster similarity index) is greater than threshold then new document will not make new cluster otherwise vice versa.

6. We will calculate the accuracy, precision, recall and f-score of K-Mean with cosine similarity.

**ALGORITHM 1**
For I=0 to Length (doc)
{
  Tokenization;
  Stop word Removal;
  TF-IDF vector space;
}
For I=0 to Length(doc) Feature set
{
  K-mean with cosine similarity
}
K-number of cluster with document (d1, d2, d3 ....Dn)

**ALGORITHM 2**
Input: K-number of cluster with document and new requirement.
Output: Cluster new requirement.

\[
s_1 \ldots s_n \begin{bmatrix}
sim(d_1, s_1) & \cdots & sim(s_1, d_n) \\
\vdots & \ddots & \vdots \\
sim(s_n, d_1) & \cdots & sim(s_n, d_n)
\end{bmatrix}
\]

For I=0 to Length(Sentence) in new requirement.

\[
SSI = \sum_{i=0}^{i=\text{no. of document in cluster}} \text{SiDi}
\]

\[
CSI = \sum_{i=0}^{\text{no. of lines in a document}} \text{SSi}
\]

NCSI= CSI/ Number of total document.

Cluster new requirement=max(NCSI1, NCSI2……..NCSIn)
}
Cluster with max NCSI
If NCSI<Threshold.
Make new cluster
}

4. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Precision</th>
<th>Accuracy</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two</td>
<td>0.05652</td>
<td>0.8889</td>
<td>0.311</td>
<td>0.768</td>
</tr>
<tr>
<td>Three</td>
<td>0.06038</td>
<td>0.79253</td>
<td>0.376</td>
<td>0.286</td>
</tr>
<tr>
<td>Four</td>
<td>0.07222</td>
<td>0.58587</td>
<td>0.376</td>
<td>0.288</td>
</tr>
<tr>
<td>Five</td>
<td>0.06862</td>
<td>0.67431</td>
<td>0.6446</td>
<td>0.02789</td>
</tr>
<tr>
<td>Six</td>
<td>0.06458</td>
<td>0.63535</td>
<td>0.6728</td>
<td>0.11296</td>
</tr>
<tr>
<td>Seven</td>
<td>0.05523</td>
<td>0.606808</td>
<td>0.7129</td>
<td>0.0882</td>
</tr>
</tbody>
</table>

Figure 5.23 Mixed graph Showing accuracy, precision, recall, f-measure at various cluster size.
Table 4.1: Varying Accuracy, precision, recall, f-measure with varying cluster size.

Experimental results shows the above stated four parameters i.e. Accuracy, Precision, Recall, F-measure for various cluster sizes. These results are more efficient than the earlier clustering methods and in this clustering is dynamic which further results in more efficient clustering.

5. CONCLUSION AND FUTURE SCOPE

It is concluded that cluster formed by K-mean by cosine similarity gives a domain knowledge of text with help of base similarity of text but this work does not give ranking of unique information contained in cluster because while in clustering, clusters created contains duplicity of information and for that we used correlation and find highly correlated cluster. All the work done above doesn’t overcome the problem of static number of cluster in k-mean and for that we proposed algorithm which may or may not create new cluster it works by finding the cosine similarity between the document and previously formed cluster, by finding the sentence similarity index and cluster similarity index in which every line of documents is checked against every line of clusters, if the value of greater then threshold then new cluster is not formed otherwise vice versa. Enhance the work by dynamic counting the threshold by using Exception-Maximization algorithm and use adaptive method for threshold optimization. One can enhance the work by using other dataset and validate our approach.
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