MDFD and DFD Methods to detect Failed Sensor Nodes in Wireless Sensor Network
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ABSTRACT
Wireless Sensor Network (WSN) contains many low cost and low power sensor nodes (SNs), these nodes may fail to communicate with each other according to some reasons such as battery lifetime or uncontrolled events which will lead to partition the network and reduce the Quality of Service (QoS) as well as the reliability and efficiency of the whole network. The motivation of this paper is detecting these malfunctions using Distributed Fault Detection (DFD) method considered with random proposed network model. Then a modification on DFD method (MDFD) proposed to enhance the efficiency and the reliability of the whole network and handling the error occurred with DFD method. The two methods analyzed and tested using MATLAB® and they must applied with homogeneous WSNs only that contain only one type of sensors, percentage error of DFD method was about 25% (for three SNs) due to its algorithm limitations in using only half of the neighbor SNs, this percentage error reduced in MDFD method in which all neighbor SNs considered to detect the failed SN reaching full detection accuracy but with latency tradeoff.
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1. INTRODUCTION
WSNs are consisting of many small and low-cost SNs that form in a self-organized, multi-hop and monitoring network; sensors cooperative with each other, collecting data from the physical medium covered by the sensors and analyzing these data then transferring data through the network reaching to the main SN or to the sink node [1].

The great development in sensors manufacturing, microcontrollers, and communication technologies increased the ability of constructing a real WSN consists of many SNs, for that the QoS of WSN increased and measurement accuracy of various parameters in the field has been increased [4]. This increasing in using many SNs in one WSN, increased the SN failure probability, or increased the malfunction events at SNs, this decreased the QoS, so network portion and data transfer fault probabilities increased, so these failure SNs decreased the reliability and efficiency of the entire WSN, then it is important to find methods to detect such failures [7].

Many SNs are often deployed in uncontrollable and hostile environments. Therefore, failure in SNs can occur more easily than in other systems; and the applications of WSNs are being widened. WSNs are also deployed in some occasions such as monitoring of nuclear reactor where high security and accuracy is required, fault detection for SNs in this specified application is of great importance [4], SNs are usually battery-powered and the energy is limited, so it is common for faults to occur due to battery depletion. So it is troublesome and impractical to manually examine whether the SNs are functioning normally; or correct information cannot be obtained by the control center because failed nodes would produce erroneous data. Moreover, it may result in collapse of the whole network in serious cases [4].

SN status in any WSN can be divided into two types: normal and faulty. Normal, when SN already worked as its specified application; and Faulty in turn can be “permanent fault” or “static fault”. The so-called “permanent fault” means failed nodes will remain faulty until they are replaced, and the so-called “static fault” means new faults will not generate during fault detection [5].

Other proposed classification of fault SNs in WSNs can be divided into two categories: hard and soft. The so-called “hard fault” is when a SN cannot communicate with other nodes because of the failure of a certain module (e.g., communication failure due to the failure of the communication module, being out of the communication range of entire mobile network because of the nodes’ mobility and energy depletion of node); The so-called “soft fault” means the failed nodes can continue to work and communicate with other nodes (hardware and software of communication module are normal), but the data sensed or transmitted is not correct [5].

Whenever the use of large numbers of SNs in WSN increased the fault events and malfunction occurrence of SNs for different reason, these decreased the reliability and efficiency, as well as the QoS of the whole WSN will be decreased, for that it is important to detect this failure and handle it. Failure may occur in WSN due to uncontrolled environment, battery related problem, or failure in communication module. Failure detection is essential because failed or malfunctioning SN may produce incorrect analysis or detection of parameter. Manually checking of such failed SN in WSN is troublesome. To achieve the good quality of WSN through accuracy, reliability and efficiency, detection of SN failure or malfunctioning is essential [5].

Different methods used to handle faulty SNs depends on data of neighbor SNs to decide whether the current SN is Normal or Faulty SN, localization methods used this concept in its calculations to localize the faulty SN such as ToA [10], RSSI [2], and AoA [3] methods that depends on time delay, received signal strength and direction of arrival respectively.
all that estimation to calculate a confidence factor to detect faulty SN. Node failure detection in localization methods depends on two kinds of SNs: normal SNs that distributed through the WSN with unknown positions, and ANs that usually distributed in the center and border parts of any WSN with pre-known positions in order to use their locations in localization of normal SNs [10].

Other used algorithms to detect the faulty SNs such as Round Trip Delay (RTD) method which used to detect the faulty SNs or malfunctioning with the help of confidence factors. Confidence factor of round trip path in network is estimated by using the round trip time. This method detected the failure in SN for symmetrical network conditions. In this way it helps to detect failed or malfunctioning sensor, which can be used to get correct data in WSN or the exact SN can be repaired or working status (health) of the WSN can be checked [9].

Another proposed algorithm to identify the faulty SNs which was DFD method depended on the number of success neighbor SNs to decide whether the current SN was success or faulty SN. But such methods has some shortcomings which the fault detection accuracy will decrease rapidly in the case of the number of neighbor nodes to be diagnosed are all small and the node’s failure ratio is high [6].

### 1.1 DFD Method

DFD node fault detection determines the status of SN by testing it among neighbor SN mutually. For two neighbor SNs \( S_i \) and \( S_j \), a test result \( C_{ij} \) and \( C_{ji} \) is produced by the data (such as temperature) sensed by each of them. The data at the moment \( t \) should be very close to each other because they are near, and the difference \( |d_{ij}| \) between this data should not exceed a certain threshold \( \theta \) [8].

Besides, the next moment \( t+1 \), the difference of the data of the two neighbor nodes is \( d_{ij}^{t+1} \), and the difference of \( d_{ij}^t \) and \( d_{ji}^t \) is \( \Delta d_{ij} \) which should not exceed a certain threshold \( \theta_2 \). If one of these two conditions is not met, at least one of \( S_i \) and \( S_j \) is considered as a failure, and the test result \( C_{ij}=1 \), otherwise \( C_{ij}=0 \). For any node \( S_i \), its test result with each node in Neighbor(\( S_i \)) can be obtained. If there are more than \( \text{Num}(\text{Neighbor}(S_i))/2 \) nodes whose test results are 1 in Neighbor(\( S_i \)), then the initial detection status \( T_i \) of node \( S_i \) is possibly failed SN (LT), otherwise, it may be possibly normal (LG), Figure 1b shows also the mechanism of improved DFD method.

### 1.2 MDFD Method

From the realization of DFD node fault detection method, use all the DFD principles for the thresholds but for the neighbors instead of taking half of them and check for the fault, take all the neighbors nodes as in Equation 2:

\[
\sum_{C_{ij}} \cdot \text{Num}(\text{Neighbor}(S_i))
\]

Constraints: \( |d_{ij}| < \theta_1 \) or \( |\Delta d_{ij}| < \theta_2 \)

For any node \( S_i \), its test result with each node in Neighbor(\( S_i \)) can be obtained. If all neighbors of \( S_i \), Num(Neighbor(\( S_i \))) nodes whose test results are 1 in Neighbor(\( S_i \)), then the initial detection status \( T_i \) of node Si is possibly faulty (LT), otherwise, it may be possibly normal (LG), Figure 1b shows also the mechanism of improved DFD method.

---

2. **DFD AND MDFD SIMULATION RESULTS**

SN failure detection in DFD method and its modification MDFD depended on the state of neighbor SNs whether they are approximately equal in sensing data or not, and the sensing data in the current time and the next time duration. The two methods analyzed and tested using MATLAB®.

### 2.1 DFD Method Results

In DFD method, the network tested with two models: three and four SNs random distributed, the results are acceptable for few SNs such as results in Table 1, but the percentage error for SN detection is increased whenever number of SNs is increased too such as results in Table 2, and this because of the DFD method did not considered the whole neighbor SNs in its calculations.
Table 1. DFD Method for Three SNs

<table>
<thead>
<tr>
<th>C(SN0)</th>
<th>C(SN1)</th>
<th>C(SN2)</th>
<th>∑C_{01}</th>
<th>∑C_{02}</th>
<th>∑C</th>
<th>State of SN0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>Fail</td>
</tr>
</tbody>
</table>

%Error=25%

Table 2. DFD Method with Four SNs Network

<table>
<thead>
<tr>
<th>C(SN0)</th>
<th>C(SN1)</th>
<th>C(SN2)</th>
<th>C(SN3)</th>
<th>∑C_{01}</th>
<th>∑C_{02}</th>
<th>∑C_{03}</th>
<th>∑C</th>
<th>State of SN0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>Fail</td>
</tr>
</tbody>
</table>

%Error=50%
In Table 1, the number of SNs is three which are: SN₀, SN₁ and SN₂. So SN₀ had two neighbor SNs, and the number of neighbor SNs by two is (3/2=1.5 ceiled to 2). DFD method had a right decision to set SN0 as a success SN for the first four cases, because whatever there is a neighbor SN had a data sensing much different than SN0, but there is always a neighbor SN in some cases and still working had a zero C between it and SN₀. For the last case, DFD did a right decision to set SN₀ as Failure SN. There are two cases as mentioned with pink color (case 6 and 7) in Table 1 that still have neighbor SNs with zero C but DFD method considered SN₀ as failure SN according to DFD algorithm, whether SN₀ had to be a Success SN.

### 2.2 MDFD Method Results

In Modified DFD (MDFD), all neighbor SNs of the current nodes responsible for SN0 state not only half of them, this simple modification did a wide different in SN detection but with little latency as a tradeoff instead of losing the whole data of the current SN.

Results of MDFD modification in Table 3 shows the improvement clearly for the same data of Table 2 which present a WSN consisted of four SNs: SN₀, SN₁, SN₂ and SN₃, once the cases in pink color (cases 8-15) improved from Failure SNs in Table 2 with DFD method to Success SNs with MDFD method as well as for more SNs. So, the MDFD modification used the benefits of all neighbor SN checking instead of half neighbor SNs in spite of the minimum latency difference between this method and DFD method as in Figure 2.

![](image_url)

**Figure 2. DFD and MDFD latency comparison.**

<table>
<thead>
<tr>
<th>C(SN₀)</th>
<th>C(SN₁)</th>
<th>C(SN₂)</th>
<th>C(SN₃)</th>
<th>ΣC₀₁</th>
<th>ΣC₀₂</th>
<th>ΣC₀₃</th>
<th>ΣC</th>
<th>State of SN₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>Success</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>Fail</td>
</tr>
</tbody>
</table>
3. CONCLUSION

DFD method success to detect the failed SN, but it had its own week point that does not applicable with many SNs in a network, for that a new proposed named (MDFD) solved this problem and success to detect the failed SN that has many neighbor SNs with minimum latency as a tradeoff.

Only one reason made DFD and MDFD not applicable that if the WSN was not homogeneous i.e. the network consist of different sensor purposes and applications such as humidity and temperature sensors in the same network, that produces a large different between any two different sensors which make $C_{ij}$ unstable and unknown, and get undesired results.
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