Speech Recognition System to Leverage the Accuracy of Training Sample using Optimized Matching Window
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ABSTRACT
In this voice recognition system is to recognize the voice samples spoken by human and recognize over the system. In this select the most commonly used features of the voice samples with the help of MFCC (Mel frequency coefficient cepstrum) and that feature match with the real time voice sample features using DTW (Dynamic time wrapping) and it is accepted by the system.
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1. INTRODUCTION
In voice recognition the system has to recognize the every word in the voice sample that is spoken by human in the exact manner and with same tone and pitch of the voice sample and that presents the best output when extract the features of voice samples and make the data set of these voice samples as trained set of voice sample. Voice recognition system use the trained data set when it is dependent and when there is no need of training data set then it is independent and for proposed work use the training data set to get the best results and extract the mostly used features and then these features is match with the real time voice sample using dynamic time wrapping and is also called as the matching algorithm. It is defined as best matching of the samples at different interval and acceleration. Voice recognition is useful in various applications like education purpose, army and medicated area, TV, phone, computer system and for navigation. In this paper section 2 describes the methodology used for proposed work. Section 3 presents the experimental results of proposed work and section 4 shows the conclusion and future scope.

2. METHODOLOGY
In proposed algorithm have two section, first is MFCC (Mel-frequency cepstral coefficient) is used for the features extraction in which extract the most commonly used features of training part and testing part and the second part for features matching of training sample and testing sample using dynamic time wrapping.

2.1 Algorithm
Step 1: Take N numbers of voice samples pass through the high pass filter for amplification of the signal which is compress during the production of voice sample from human then is used to remunerate the signal.

Step2: Filtered sample is divided into frames. Every frame consists of N samples and frames are equally spaced and the voice sample in the frame is as shown below:

\[ r(n) = n = 0, 1, 2, \ldots, N-1 \]

Step3: Every frame is multiplied with the hamming window for continuity occurs at first and last point in the frame. The use of hamming window is to make the peaks in the frequency response is well defined and pointed. The mathematically equation of hamming window equation is given below:

\[ w(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right) \]  

The sample in the frame \( r(n) \) is multiplied with the hamming window \( w(n) \) is given below equation 2.

\[ y[n] = r[n] * w[n] \]  

where \( r[n] = \) voice sample in the frames.
\( w[n] = \) hamming window.
\( y[n] = \) output of voice sample.

Step4: Take fourier transform of the sample to change the domain of the signal from time domain to frequency and the fourier transform of the sample is given below:
Figure 1: Flow chart of our proposed algorithm.
\begin{equation}
N_k = \sum_{m=0}^{M-1} n_i e^{-j \frac{2\pi km}{M}}
\end{equation}

where \( N_k \) = fourier transform of the voice sample.
\( n_i \) = voice sample.

A sample in the frames is periodic and continuous in nature when fourier transform is perform in the frames for magnitude response of the signal. If the voice samples does not shows the continuity then it effect on the frequency response and to minimize the frequency response of the voice samples then multiplied with hamming window shown in above step to maintain continuity in the first and last point of the frame.

Step5: Use Mel frequency to convert the frequency domain into Mel frequency scale. In this first take the magnitude response of the voice sample and after that multiplied with triangular band pass filter banks to give the appropriate results understand by human and triangular filter banks are use for smooth results of magnitude spectrum.

\begin{equation}
M(f)=2595*\log_{10}(1+\frac{f}{700})
\end{equation}

where \( M(f) \) = mel frequency.
\( f \) = linear frequency.

equation 4 shows that the mel frequency is directly proportional to the log of linear frequency.

Step6: For large calculation FFT is used because it computes the calculation as there is large calculation in the DFT to avoid this calculation use of FFT and after that extracts the features of the voice samples and compare with testing voice sample there is large calculation.

Step7: Dynamic time wrapping is used to match the features of training voice sample with the testing voice sample at different time and speed and then wrapped the voice samples. The graph of testing sample features and training data set features and they are very similar make optimal match.

3. EXPERIMENTAL RESULTS

3.1 Training Phase: In this training phase to remove the noise and background voice use filtration process that filtered the voice samples.
After that the spectral difference and the frame error rate calculated and this error is less than that of previous work and its value is 5.0045 and 18.4443 respectively (see Figure 7).

Figure 6: Average of voice samples.

Figure 7: Calculated spectral difference and frame error rate.

3.2 Testing Phase

The testing phase consist of real time voice sample and then filtered the voice sample and same process is occur as describe in training phase of voice sample(see Figure 8) and extract the most commonly used features. Compare it with the training data set of voice sample.

Figure 8: Magnitude spectrum, filter banks and FFT of testing sample

3.3 Classification

Now calculate the dynamic time warping and need to show the matching results of the training sample and testing sample (see Figure 9). There are resemblances between the training samples and the testing sample which show the linearity and the graph of warped signals. Dynamic time wrapping gives the perfect matched result at different time and speed of voice sample.

Figure 9: Matching voice samples

The almost similarity between the testing and training samples as seen that both of the signals color in blue and red go beyond each other (see Figure 10). The voice samples use dynamic time wrapping for optimal match and voice sample features overlaps each other and word error calculated for voice sample is 0.40969(see Figure 11).
In the proposed work frame error rate in noisy and noiseless environment is 9.4443 and 4.3212 respectively which is comparatively low than the previous work. The word error results is also low in noisy and noiseless environment is 2.3838 and .40969 are better than the previous work (see table 1).

### Table 1. Calculated Errors

<table>
<thead>
<tr>
<th>S.No</th>
<th>Previous Results</th>
<th>Proposed work</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frame error (noisy) 11.7</td>
<td>Frame error (noisy) 9.4443</td>
</tr>
<tr>
<td>2</td>
<td>Frame error (noiseless) 12</td>
<td>Frame error (noiseless) 4.3212</td>
</tr>
<tr>
<td>3</td>
<td>Word error(noisy) 30</td>
<td>Word error(noisy) 2.3838</td>
</tr>
<tr>
<td>4</td>
<td>Word error (noiseless) 28.2</td>
<td>Word error (noiseless) .40969</td>
</tr>
</tbody>
</table>

### 4. CONCLUSION AND FUTURE SCOPE

The main motive of the proposed work is to remove the noise from the voice sample. In past work there is occurrence of noise in the voice sample. In this extract the most commonly used features and to give optimal match using feature of training data set and real time voice sample. For matching features use the dynamic time wrapping and calculate the frame error rate word error rate and spectral difference. Take sample at different environment like living room, meeting room and class room with noisy and noiseless background and the results shows that the noisy environment has more errors than noiseless (see Figure 12).

For future wide the area of research, work on sentence recognition which is efficient as a biometric for sensitive data security, for matching algorithm technique use adaptive learning technique.
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