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ABSTRACT
In this paper, robust adaptive neural network control is investigated
for a class of multi-input-multi-output (MIMO) pure-feedback non-
linear system with unknown nonlinearities. The unknown nonlin-
earities could be come from unmodeled dynamics, modeling errors,
or nonlinear time-varying uncertainties. Based on the backstepping
design technique and the universal approximation property of the
neural network (NN), robust adaptive control is synthesized by em-
ploying a single NN to approximate the lumped uncertain nonlin-
earities. The proposed control can eliminate the circularity problem
completely, and guarantees semiglobal uniform ultimate bound-
edness (SGUUB) of all the signals in the closed-loop and con-
vergence of the tracking error to an arbitrarily small residual set.
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1. INTRODUCTION
Controlling nonaffine nonlinear systems becomes an important and
challenging topic within the control systems community because,
in practice, many engineering plants including continuous stirred-
tank reactor systems [1], vibrating systems [2], active magnetic
bearing systems [3] etc, are difficult to be exactly described in
affine forms even though the modeling errors are neglected. On the
other hand, due to the nonaffine nonlinearity, controller design for
affine systems cannot be simply extended into nonaffine systems.
Remarkable results in this area have been obtained, including adap-
tive neural network (NN) control [4, 5], adaptive fuzzy control [6],
and backstepping control by incorporating the adaptive NNs con-
trol method[7].

For the problem of controlling these systems, one of the main diffi-
culties comes from the nonaffine nonlinearity which is an implicit
function of the control input u. The reason is that it is quite difficult
to make controller design directly for the system even if the non-
linearity is known. To deal with this difficulty, adaptive NN control

methods were proposed in [8, 9] via utilizing implicit function the-
ory to achieve the control objectives. However, the control meth-
ods were limited by the lack of the rigorous theorem analysis due
to the difficulties in the theorem analysis. By combining the Im-
plicit Function Theorem and the Mean Value Theorem, which are
not usually associated with NN control theory, rigorous stability
proof of the closed-loop systems was first presented for the adap-
tive NN control in [1]. Using the idea of feedback linearization
techniques, approximated linearizing feedback NN control meth-
ods were proposed for a class of nonaffine nonlinear systems in
[10]. In the method, by adding and subtracting a pseudo-control
signal into the plant model, adaptive NN control design is realized
via designing the pseudo-control signal which is required to be in-
vertible with respect to u. When there is no information about the
systems, [6] solved the problem by adding and subtracting gu di-
rectly instead of the pseudo-control signal as said in [11], where
g is a positive constant. In this paper, robust adaptive neural net-
work control is presented for a class of MIMO pure-feedback non-
linear system with unknown nonlinearities by employing a single
NN to approximate the lumped uncertain nonlinearities. The pro-
posed control can eliminate the circularity problem completely, and
guarantees SGUUB of all the signals in the closed-loop and conver-
gence of the tracking error to an arbitrarily small residual set.

The rest of the paper is organized as follows. In what follows, some
notations are introduced which will be used throughout the paper.
Section II describes the problem formulation and introduces the ap-
proximation property of the Gaussian radial basis function (RBF)
network as preliminary. Section III presents robust adaptive control
design, and its main results are shown in Section IV. Section V il-
lustrates the effectiveness of the proposed control problem through
an example; Section VI concludes the paper.

Throughout the paper, the following notations are used.

—R denotes the field of real numbers,R+ denotes the field of pos-
itive real numbers, Rn denotes the field of the real n-vectors.

—| · | denotes the absolute value of a scalar, ‖ · ‖ denotes the norm
of a vector/matrix.

—A , B means that B is defined as A.

—j, ij ,mj and n are integer indices, and ij ,mj are presented the
ij th and mj th components of the corresponding items in the jth
subsystem, respectively.
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—Ŵj denote the estimates of neural weightsWj , and W̃j , Ŵj−
Wj denote the errors between Ŵj and Wj .

—ȳ
(ij)

dj
= [y

(0)
dj
, y

(1)
dj
, · · · , y(ij)

dj
]T ∈ Rij+1 with y(0)

dj
, ydj .

2. PROBLEM STATEMENT AND PRELIMINARIES
2.1 Problem Statement
Consider the following MIMO nonlinear system with each subsys-
tem in the perturbed pure-feedback form

Sj :

 ẋj,ij = fj,ij (x̄j,ij , xj,ij+1) + ∆j,ij (X, t)
ẋj,mj

= fj,mj
(X, ūj) + ∆j,mj

(X, ūj , t)
yj = xj,1, ij = 1, 2, · · · ,mj − 1, j = 1, 2, · · · , n

(1)

with
xj,ij ∈ R, the ij th state variable of Sj ;
x̄j,ij [xj,1, xj,2, · · · , xj,ij ]T ∈ Rij ;
X [x̄T1,m1

, x̄T2,m2
, · · · , x̄Tn,mn

] ∈ RΣn
i=1mi ;

uj ∈ R, the input of Sj ;
ūj [u1, u2, · · · , uj ]T ∈ Rj , the vector of input;
yj ∈ R, the output of Sj ;
fj,ij the unknown smooth nonlinear functions.

Unlike most recent results, assume that fj,ij and fj,mj
are un-

known smooth implicit functions with respect to xj,ij+1 and uj ,
respectively; and ∆j,ij , j = 1, 2, · · · , n, ij = 1, 2, · · · ,mj , are
unknown uncertainties [12], which could be due to many factors in-
cluding measurement noise, modeling errors, external disturbances,
or changes due to time variations, etc.

The control objective is to design a robust adaptive control for sys-
tem Sj such that, given a desired trajectory ydj (t) ∈ R, it and its

derivatives y(k)
dj

(t), k = 1, 2, . . . ,mj , being bounded, the output
yj tracks the desired trajectory ydj and all the signals in the closed-
loop system remain semiglobally uniformly ultimately bounded
(SGUUB).

ASSUMPTION 1. There exist positive functions
ψj,ij (x̄j,ij+1), ij = 1, 2, . . . ,mj − 1, and ψj,mj

(X, ūj),
such that

|∆j,ij (X, t)| ≤ ψj,ij (x̄j,ij+1),∀(X, t) ∈ Rnm ×R+,

|∆j,mj
(X, ūj , t)| ≤ ψj,mj

(X, ūj),∀(X, ūj , t) ∈ Rnm×Rj×R+,

where the functions ψj,ij (x̄j,ij+1) and ψj,mj
(X, ūj) might be un-

known implicit functions with respect to xj,ij+1 and uj , respec-
tively.

Define functions hj,ij (·), gj,ij (·), ij = 1, 2, . . . ,mj as

hj,ij (·) = fj,ij (·) + ψj,ij (·), ij = 1, 2, . . . ,mj , (2)

gj,ij (x̄j,ij+1) =
∂hj,ij (x̄j,ij+1)

∂xj,ij+1

, ij = 1, 2, . . . ,mj − 1, (3)

gj,mj
(X, ūj) =

∂hj,mj
(X, ūj)

∂uj
. (4)

ASSUMPTION 2. The signs of gj,ij (·) are known, and there ex-
ist constants 0 < g

j,ij
≤ gj,ij <∞, ij = 1, 2, . . . ,mj , such that

g
j,ij
≤ |gj,ij (·)| ≤ gj,ij ,∀x̄j,ij+1 ∈ Rij+1, ij = 1, 2, . . . ,mj−1,

g
j,mj

≤ |gj,mj
(·)| ≤ gj,mj

, ∀(X, ūj) ∈ Rnm ×Rj .

REMARK 1. Compared with the assumptions made for systems
in [12, 13, 14, 15], |∆i(x̄n, t)| ≤ p∗iφi(x̄i), where p∗i is unknown
positive constant and φi(x̄i) are known nonnegative smooth func-
tion, Assumption 1 is in a general form since it is not needed to
know the expressions of the uncertainties ∆j,ij . Assumption 2 is
introduced to guarantee the controllability of the system (1). From
Assumption 2, we know that gj,ij (·), ij = 1, 2, . . . ,mj are strictly
either positive or negative definite. Without lose of generality, it is
assumed that g

j,ij
≤ gj,ij (·) ≤ gj,ij .

REMARK 2. Compared with the MIMO system in [17], where
the interconnection terms are only limited in the functions fj,mj

,
system Sj described by (1) possesses the full interconnection struc-
ture since the uncertainties ∆j,mj

containing all the system states
emerge in each subsystem, which is the extension of SISO nonlin-
ear system in the perturbed strict-feedback form studied in [16]. In
practice, many engineering plants fall into this category, such as
continuous stirred-tank reactor systems [1], vibrating systems [2]
and active magnetic bearing systems [3], etc.

2.2 Preliminaries
In this paper, RBF network [18] is introduced to approximate the
continuous lumped unknown nonlinearities due to its good capa-
bilities in function approximation. Before introducing our control
design method, let us firstly recall the approximation property of
the Gaussian RBF network. The Gaussian RBF network takes the
form WTS(z), where z ∈ Ωz ⊂ Rq is the input vector, W ∈ Rl
is the weight vector, l > 1 is the number of NN nodes, S(·) ∈ Rl
is a basis function vector, i.e., S(z) = [s1(z), s2(z), · · · , sl(z)]T ,
with si(z) being Gausian functions, which have the following form

si(z) = exp
[
−(z − µi)T (z − µi)

η2

]
, i = 1, 2, · · · , l, (5)

where µi = [µi1, µi2, ·, µiq]T is the center of the receptive field, η
is the width of the Gaussian functions.

According to the approximation property of the RBF network
[19, 20], given any continuous real-valued function α∗ : Ωz → R,
where Ωz ⊂ Rq , there exist ideal weights W ∗ such that α∗ can be
approximated by an ideal Gaussian RBF network W ∗TS(z), i.e.,

α∗(z) = W ∗TS(z) + ε(z),∀z ∈ Ωz (6)

where ε(z) is the NN approximation error. For simplicity of pre-
sentation, denote ε(z) as ε.

ASSUMPTION 3 [19, 20]. On the compact set Ωz ⊂ Rq ,
There exists ideal constant weights W ∗ such that |ε| ≤ ε∗ and
‖W ∗‖ ≤ w, where constants ε∗ > 0 and w > 0.

LEMMA 1 [21]. On the compact set Ωz ⊂ Rq , there exists a
positive constant cs such that ‖S(z)‖ ≤ cs.

3. ROBUST CONTROL DESIGN
In this section, robust adaptive control is developed using the
backstepping design technique. The design procedure consists of
(j,mj) steps. At step (j, ij)(ij = 1, 2, . . . ,mj − 1), we give a
virtual robust feedback control law to stabilize the (j, ij)th subsys-
tem, and let the virtual control law enter into the next step of the de-
sign process. At step (j,mj), robust adaptive control is synthesized
with employment of a single NN which is used to approximate the
lumped unknown nonlinearities.
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Step j, 1: Define the tracking error variable zj,1 as

zj,1 = xj,1 − ydj . (7)

Its derivative is

żj,1 = fj,1(x̄j,1, xj,2) + ∆j,1(X, t)− ẏdj , (8)

where xj,2 is taken as a virtual control input to stabilize the (j, 1)th
subsystem.

To design the virtual input xj,2, construct a Lyapunov function can-
didate Vj,1 as

Vj,1(zj,1) =
1

2
z2
j,1. (9)

Based on Assumption 1, the time derivative of Vj,1 along the tra-
jectory of (8) is

V̇j,1 = zj,1[fj,1(x̄j,1, xj,2) + ∆j,1(X, t)− ẏdj ]

≤ zj,1[hj,1(x̄j,1, xj,2) + νj,1], (10)

where hj,1(·) is defined in (2), and νj,1 = −ẏdj .

Combining Assumption 2 and the fact that ∂[νj,1 +
3
2
cj,1zj,1]/∂xj,2 = 0, where cj,1 is a positive constant to be speci-

fied later, we have ∂[hj,1(x̄j,1, xj,2) + νj,1 + 3
2
cj,1zj,1]/∂xj,2 >

g
j,1

> 0. Using the implicit function theorem, there ex-
ists a smooth function x∗j,2 = α∗j,1(x̄j,1, ydj , ẏdj ) such that
hj,1(x̄j,1, α

∗
j,1) + νj,1 = − 3

2
cj,1zj,1. Using the mean value

theorem, there exists a constant λj,1 ∈ (0, 1) such that

hj,1(x̄j,1, xj,2) = hj,1(x̄j,1, α
∗
j,1) + gλj,1

(xj,2 − α∗j,1), (11)

where gλj,1
= gj,1(x̄j,1, xλj,1

), xλj,1
= λj,1xj,2 +(1−λj,1)α∗j,1.

From (10) and (11), we have

V̇j,1 ≤ zj,1[hj,1(x̄j,1, xj,2) + νj,1]

= zj,1[−3

2
cj,1zj,1 + hj,1(x̄j,1, xj,2)− hj,1(x̄j,1, α

∗
j,1)]

= zj,1[−3

2
cj,1zj,1 + gλj,1

(xj,2 − α∗j,1)]. (12)

Define a new variable zj,2 as

zj,2 = xj,2 − α∗j,1. (13)

Combining Assumption 2 and the following inequality

gλj,1
zj,1zj,2 ≤

cj,1
2
z2
j,1 +

ḡ2
λj,1

2cj,1
z2
j,2, (14)

Then, (12) becomes

V̇j,1 ≤ −cj,1z2
j,1 +

ḡ2
λj,1

2cj,1
z2
j,2. (15)

Step j, ij(2 ≤ ij ≤ mj − 1): Define a new variable zj,ij as

zj,ij = xj,ij − α
∗
j,ij−1, (16)

where α∗j,ij−1 is a smooth function of x̄j,ij−1 and ȳ
(ij−1)

dj
, i.e.,

α∗j,ij−1 = α∗j,ij−1(x̄j,ij−1, ȳ
(ij−1)

dj
). The derivative of zj,ij is

żj,ij = fj,ij (x̄j,ij+1) + ∆j,ij (X, t)− α̇∗j,ij−1, 2 ≤ ij ≤ mj − 1,

(17)

where xj,ij+1 is taken as a virtual control input to stabilize the
(j, ij)th subsystem.

Construct a Lyapunov function candidate Vj,ij as

Vj,ij =
1

2
z2
j,ij

. (18)

Using Assumption 1, the time derivative of Vij along the trajectory
of (17) is

V̇j,ij = zj,ij [fj,ij (x̄j,ij+1) + ∆j,ij (X, t)− α̇∗j,ij−1]

≤ zj,ij [hj,ij (x̄j,ij+1) + νj,ij ], (19)

where νj,ij = Σ
ij−1

k=1 |∂α∗j,ij−1/∂xj,k|hj,k(x̄j,k+1) +

Σ
ij−1

k=0 |∂α∗j,ij−1/∂y
(k)
dj
|y(k+1)
dj

.

From (16) and (19), clearly that zj,ij and νj,ij are not functions of
xj,ij+1, thus we have ∂[νj,ij + cj,ij zj,ij ]/∂xj,ij+1 = 0, where
constant cj,ij = cj,1 + (ḡ2

λj,ij−1
/2cj,1). Combining Assumption

2, we obtain that ∂[hj,ij (x̄j,ij+1) + νj,ij + cj,ij zj,ij ]/∂xj,ij+1 >

g
j,ij

> 0,∀(x̄j,ij+1) ∈ Rij+1. Using the implicit function theo-

rem, there exists a smooth function x∗j,ij+1 = α∗j,ij (x̄j,ij , ȳ
(ij)

dj
)

such that hj,ij (x̄j,ij , α
∗
j,ij

) + νj,ij = −cj,ij zj,ij . By employing
the mean value theorem, there exists a constant λj,ij ∈ (0, 1) such
that

hj,ij (x̄j,ij+1) = hj,ij (x̄j,ij , α
∗
j,ij

) + gλj,ij
(xj,ij+1 − α∗j,ij ),

(20)
where gλj,ij

= gj,ij (x̄j,ij , xλj,ij
), xλj,ij

= λj,ijxj,ij+1 + (1 −
λj,ij )α∗j,ij .

Combining Assumption 2 and the inequality

gλj,ij
zj,ij zj,ij+1 ≤

cj,1
2
z2
j,ij

+
ḡ2
λj,ij

2cj,1
z2
j,ij+1, (21)

then, (19) becomes

V̇j,ij ≤ zj,ij [−cj,ij zj,ij + hj,ij (x̄j,ij , xj,ij+1) (22)

− hj,ij (x̄j,ij , α
∗
j,ij

)]

= zj,ij [−cj,ij zj,ij + gλj,ij
(xj,ij+1 − α∗j,ij )]

≤ −

(
cj,1
2

+
ḡ2
λj,ij−1

2cj,1

)
z2
j,ij

+
ḡ2
λj,ij

2cj,1
z2
j,ij+1. (23)

where zj,ij+1 = xj,ij+1 − α∗j,ij .

Step j,mj : Define a new variable zj,mj
as

zj,mj
= xj,mj

− α∗j,mj−1, (24)

where α∗j,mj−1 = α∗j,mj−1(x̄j,mj−1, ȳ
(mj−1)

dj
). The derivative of

zj,mj
is

żj,mj
= fj,mj

(X, ūj) + ∆j,mj
(X, ūj , t)− α̇∗j,mj−1. (25)

Taking the following Lyapunov function candidate Vj,mj
as

Vj,mj
=

1

2
z2
j,mj

. (26)
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Using Assumption 1, the time derivative of Vj,mj
along the trajec-

tory of (25) is

V̇j,mj
= zj,mj

[fj,mj
(X, ūj) + ∆j,mj

(X, ūj , t)− α̇∗j,mj−1]

≤ zj,mj
[hj,mj

(X, ūj) + νj,mj
]. (27)

where νj,mj
= Σ

j,mj−1

k=1 |∂α∗j,mj−1/∂xj,k|hj,k(x̄j,k+1) +

Σ
j,mj−1

k=0 |∂α∗j,mj−1/∂y
(k)
dj
|y(k+1)
dj

.

Similarly, since zj,mj
and νj,mj

are not functions of uj , we
have ∂[νj,mj

+ cj,mj
zj,mj

]/∂uj = 0, where constant cj,mj
=

1
2
cj,1 + (ḡ2

λj,mj−1
/cj,1) + [1 + (2c2sj/σj)]ḡ

2
λj,mj−1

, with posi-
tive constants csj and σj to be specified later. Combining As-
sumption 2, we obtain the result that ∂[hn(X, ūj) + νj,mj

+

cj,mj
zj,mj

]/∂uj > g
j,mj

> 0. Thereby, there exists a smooth

function u∗j = α∗j,mj
(X, νj,mj

) such that hj,mj
(X,α∗j,mj

) +

νj,mj
= −cj,mj

zj,mj
. By employing the mean value theorem,

there exists a constant λj,mj
∈ (0, 1) such that

hj,mj
(X, ūj) = fj,mj

(X,α∗j,mj
) + gλj,mj

(uj − α∗j,mj
), (28)

where gλj,mj
= gj,mj

(X,xλj,mj
), xλj,mj

= λj,mj
uj + (1 −

λj,mj
)α∗j,mj

.

From (27) and (28), we have

V̇j,mj
≤ zj,mj

[−cj,mj
zj,mj

+ hj,mj
(X, ūj)− hj,mj

(X,α∗j,mj
)]

= −cj,mj
z2
j,mj

+ gλj,mj
zj,mj

(uj − α∗j,mj
). (29)

In the ideal case, that all nonlinearities of system (1) are known
exactly, a possible controller take the form

uj = α∗j,mj
. (30)

Substituting (30) into (29) and Taking the Lyapunov function can-
didate Vz̄j as

Vz̄j =

mj∑
k=1

Vj,k, (31)

the time derivative of Vz̄j is

V̇z̄j = −cj,1
2

mj∑
k=1

z2
j,k −

cj,1
2
z2
j,1

− [
ḡ2
λj,mj−1

cj,1
+ (1 +

2c2sj
σj

)ḡ2
λj,mj−1

]z2
j,mj

. (32)

Therefore, Vz̄j are Lyapunov functions and z̄j,mj
→ 0 as t→∞.

4. ROBUST ADAPTIVE CONTROLLER AND
STABILITY ANALYSIS

In the case that no exact knowledge for the system nonlinearities
is available, a Gaussian RBF neural network WT

j Sj(X, ūj) can be
applied for the approximations of α∗j,mj

, i.e.,

α∗j,mj
= W ∗T

j Sj(X, ūj−1) + εj , (33)

where W ∗
j denotes the ideal constant weights, and |εj | ≤ ε∗j is the

approximation error with constant ε∗j > 0.

Choosing the practical control law uj as

uj = ŴT
j Sj(X, ūj−1), (34)

where Ŵj are the estimates toW ∗
j , and are updated the NN weights

driven by

˙̂
Wj = Γj [zj,1Sj(X, ūj−1)− σjŴj ], (35)

where Γj = ΓTj > 0, and σj > 0 are positive constant design pa-
rameters, the introduction of which can be improved the controller
robustness in the presence of the NN approximation errors.

THEOREM 2. Given the nonaffine nonlinear system (1) satis-
fying Assumption 1- 2, controller (34), and the adaptive law (35),
then for any bounded initial conditions,

1) all the signals in the closed-loop system remain bounded, and
the statesX and the neural weight estimates ŴT

j eventually con-
verge to the compact set

Ωs , {X, Ŵj |Vj <
%j
cj,1
} (36)

2) The output tracking error yj − ydj converges to a small neigh-
borhood around zero by appropriately choosing design parame-
ters.

PROOF. 1) Consider the Lyapunov function candidate of the
closed-loop system

Vj = Vz̄j + W̃T
j Γ−1

j W̃j . (37)

Its derivatives is

V̇j ≤ −
1

2
cj,1

mj−1∑
k=1

z2
j,k −

cj,1
2
z2
j,1 − cj,mj

z2
j,mj

+ gλj,mj
zj,mj

[W̃T
j Sj(X, ūj−1)− εj ]

+ W̃T
j [zj,1Sj(X, ūj−1)− σjŴj ], (38)

where cj,mj
= 1

2
cj,1 + (ḡ2

λj,mj−1
/cj,1) + (1 + 2c2s

σj
)ḡ2
λj,mj−1

.

Using the inequalities that
gλj,mj

zj,mj
W̃T
j Sj(X, ūj−1) ≤ 2c2s

σj
ḡ2
λj,mj

z2
j,mj

+
σj
8
W̃T
j W̃j ,

zj,1W̃
T
j Sj(X, ūj−1) ≤ 2c2s

σj
z2
j,1 +

σj
8
W̃T
j W̃j ,

gλj,mj
zj,mj

εj ≤ ḡ2
λj,mj

z2
j,mj

+ 1
4
ε∗2j ,

−W̃T
j σjŴj ≤ −

σj
2
W̃T
j W̃j +

σj
2
WT
j Wj ,

(39)

we have

V̇j,mj
≤ −1

2
cj,1

mj−1∑
k=1

z2
j,k − [

1

2
cj,1 −

2c2s
σj

]z2
j,1 −

σj
4
W̃T
j W̃j

+
σj
2
WT
j Wj +

1

4
ε∗2j . (40)

Let %j =
σj
2
WT
j Wj + 1

4
ε∗2j , and choose

cj,1 ≥
4c2s
σj

(41)

σj ≥ 2cs
√

2λmax(Γ−1). (42)

we have

V̇j,mj
≤ −cj,1Vj,mj

+ %j . (43)

4
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Thereby, we obtain the result that

0 ≤ Vj,mj
≤ ρj + [Vj,mj

(0)− ρj ]e−cj,1t,∀t ≥ 0. (44)

where ρj = %j/cj,1 > 0. The inequality (44) means that Vj,mj

eventually is bounded by ρj . Using (34), we conclude that control
uj is also bounded. Thus, all signals of the closed-loop system re-
main bounded.

2) From (44), we have
mj∑
k=1

zj,k < ρj + [Vj,mj
(0)− ρj ]e−cj,1t

< ρj + Vj,mj
(0)e−cj,1t (45)

which implies that given εj >
√
ρj , there exists T such that for all

t ≥ T , the tracking error satisfies

|zj,1| = |yj,1 − ydj | < εj (46)

where εj is the size of a small residual set which depends on the
NN approximation error εj and the controller parameters cj,1, σj
and Γj . By increasing the values of cj,1 and reducing the value of
λmax(Γ−1), the quantity ρj can be made arbitrary small. Thus, the
tracking error zj,1 can be made arbitrary small. This concludes the
proof.

5. CONCLUSION
The main contribution of this paper has presented robust adaptive
control for a general class of MIMO pure-feedback nonlinear sys-
tem by employing a single NN to approximate the lumped uncertain
nonlinearities. The proposed control can eliminate the circularity
problem completely, and guarantees SGUUB of all the signals in
the closed-loop and convergence of the tracking error to an arbi-
trarily small residual set. In the future, investigation on a general
class of nonaffine nonlinear systems will be interesting research
topics in this field.
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