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ABSTRACT 
Twitter is a medium that we can use for communication. All 

posted tweets we can store in one location and create archive. 

Archive contains new and old tweets. Now we can start the 

analyzation on archive tweets that’s we can design effective 

sentiment analysis system. This paper main aim is to 

determine parts of speech opinion words using polarity 

classification technique and support vector machine learning 

algorithm. Surveys of methods are used in various levels of 

sentiment analysis. It does analyze the tweets information in 

limited levels of content only. Now in this paper we design 

new sentiment analysis tool using polarity classification 

technique. Polarity classification techniques discover top 20-

emoticons, learning different classes of words and other 

features information. These techniques perform in depth 

tweets analysis. It does provide better analysis results 

compare to previous methods.   
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1. INTRODUCTION 
Twitter enables all organizations for communication directly 

with each other.  It’s possible to tap the global real time 

communication important events very easy using twitter 

analysis. It is used to find out opinions from twitter micro 

blogging tweets. Many numbers of researchers have done 

good extensive work presently and previously on this topic 

environment. Analysis starts on the basis of tweets. Present 

approaches are missing contexts for some number of 

conclusions.  

In this paper using polarity classification technique analyzes 

the tweets and fulfills the missing context features. Here we 

fulfill the features like part of speech opinion words of 

information, frequent occurrences opinions words discovery 

with the help of support vector machine classifier. It gives 

more conclusions compare to all previous approaches and 

more useful also for any real applications decision making.         

2. RELATED WORK 
Sentiment analysis is also known as Opinion Mining. 

Sentimental analysis major aims to determine the attitude of 

writer, judgment and communication based on text 

documents. Sentiment analysis major task is classify text 

documents, sentences, aspect based level. Express opinions in 

documents, sentences, aspect based level information are 

positive, negative or neutral [1].           

Twitter data contains different topics information related to 

different domains. Classify the sentiment documents 

information using probabilistic model. Probabilistic model is 

one of the supervised learning algorithm. Each topic related 

how many documents are available it’s not possible to 

recognize or predictable. First choose the class labels and 

classify each and every topic documents separately [1] [2]. 

This is we can call as a document level sentiment 

classification.      

In each topic sentiment documents again possible to classify 

or learning the sentiment sentences, aspect level process, 

opinion words also. The above steps are possible to 

implement on news, blogs and other categories [2] [3].      

In twitter first collect the different categories of data using 

hash tags input. Hash tags works like class labels, but here 

there is [3] [4] no sentiment labels information. Supervised 

learning is not sufficient for extraction of sentiment analysis 

information. Here we should use the unsupervised learning [4] 

[2]. Using unsupervised learning identify the sentiment words 

measurement in documents. Sentiment words are categorized 

into positive and negative contexts. 

Sentiment words are huge. Reduces the sentiment words 

information and improve the classification result. 

Classification improves using co-occurrence technique. 

Highly occurred features we can display as a output [4] [5] 

using unsupervised clustering. All high occurred features are 

not semantic or meaningful.  

On co-occurrence words information applies correlation 

technique finally recognizes or predicts the relationship 

sentiment words content. This correlation sentiment words 

procedure is best prediction procedure compare to above all 

procedures [2] [3] [5]. 

Again in twitter it’s possible to predict the similar opinions of 

information. Identify the social relationship users from total 

twitter data. Social relationship users it’s possible to display 

using visualization concept. Finally it’s possible to display 

temporal events relationship information also as a final result. 

Consider the temporal events relationship and possible to 

view of sentiment words trends information effectively. These 

trends changes dynamically [4] [5] [6]. 

 
Fig 1: Sentiment Analysis Result with different data 

mining techniques 
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3. PROBLEM STATEMENT 
Face book and Twitter are major resources for sentiment 

analysis. Nowadays numbers of people are increases for 

posting the opinions in social media environment. Result is 

vast amount of unstructured data is available. Manual 

sentiment analysis is not feasible which generated data is 

currently. Here in this paper we can propose automated 

sentiment analysis techniques. Automated sentiment analysis 

techniques are extracting different characteristics of 

information. Here we focus on tweet level polarity 

classification process. Hence it is one of the interesting 

research topics. 

4. PROPOSED METHODOLOGY 
After posting before analysis of raw tweets we can apply 

preprocessing operation. Using preprocessing operation 

removes the unnecessary content and change the format of 

context information. Next we use the tokeniser operations for 

dividing the content based on parts of speech. According to 

parts of speech classify the sentences of information. Classify 

the sentences depends on hash tags or tokens. Different hash 

tags are different parts of speech content purpose in our 

implementation process.  

Here we design the different rules for sentiment analysis. 

Those rules are emoticon, support vector machines with n-

grams, Sentic computing and Linguistic rules etc. 

4.1 Emoticon Rules 

Emoticons are ASCII art. They are formed through creative 

letters, numbers and symbols. Most of the people represent 

the facial features information. Here normally for plain text 

messages we can add the emotional flavor. Next here for 

normal text messages again we can add the smile 

automatically those messages are converted to happiness and 

surprise messages. 

First choose the twitter data source and collect lakhs or 

millions of tweets. In millions of tweets we can perform the 

analyzation operation and we discovered 20 usage patterns 

information.  

 

Fig2: Top 20 Emoticons  

In Above diagrams top-20 emoticons we displayed here in our 

implementation. These emoticons are occurred frequently in 

number of tweets messages.  

4.2 N-Grams Technique 
In posted tweets observe the features and store features into 

feature vector. All required features are available in sequence 

or contiguous or not we can check with n-grams concept. 

Afterwards using TF-IDF identifies and calculates the 

frequency count. Consider the frequency count generate 

weighted features information. Weighted features information 

controls the number of dimensions. In all frequent words we 

can categorize based on parts of speech. Consider the different 

number of parts of speech tags information and categorize the 

words into noun, adverb, verb etc.     

4.3 Linguistic Rules  
After collection of training tweets information next we can 

apply support vector machine classifier. It will separate the 

features of information n different classes. Each and every 

class contains some data points of information content. Each 

and every class of words again categorize into two classes. 

Those two classes are positive and negative words.  Calculate 

the polarity value like positive and negative content. Polarity 

value is nothing but decision score.  

5. EXPERIMENTS AND RESULTS 
We evaluate our proposed system on available real time 

datasets. Every and every year tweets we can collect 

separately and create dataset. Every year dataset contains 

different categories tweets are available. Those categories are 

positive, negative and neutral tweets. Here first remove 

neutral tweets from total number of tweets information.    

Evaluate two datasets and calculates efficiently different 

performance metrics parameters information. Those 

parameters are precision, recall and f-measure.  

Table1: Performance Metrics 

 

6. CONCLUSION AND FUTURE WORK 
In this paper new twitter sentiment analysis system apply 

rules and discover more useful text. Useful text contains 

meaningful features. Those features are discovered using 

linguistic content and sentic computing rules. Features are like 

emoticon symbols and n-grams content information. These 

meaningful features are support for decision making in all real 

time applications.   

In future we plan to improve the performance using other 

unsupervised classifiers. We plan to develop some more rules 
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for efficient text predictions and multi model sentiment 

analysis. 
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