Handwritten Arabic Documents Indexation using HOG Feature
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ABSTRACT
The old manuscripts are a part of the richest cultural heritage and legacy of civilizations where the digitalization is a solution for the preservation of these manuscripts. The conception of handwriting recognition system knows today a great expansion and appears as a necessity in order to exploit the wealth of information contained in ancient manuscripts. In this paper, a holistic approach for spotting and searching query, especially, for images documents in handwritten Arabic is proposed. These operations need a lot of time and effort to do manual work. For this, we use in the first time text line segmentation of handwritten document image based on partial projection, where a sliding-window approach is used to locate the document regions that are most similar to the query. Histograms of Oriented Gradients (HOGs) are used as the feature vectors to represent the query and documents image, then Support Vector Machines (SVM) is used to produce a better representation of the query and to classify feature vectors. Finally, the application of the reclassification technique at the indexation stage, leads to better results.
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1. INTRODUCTION
Many digitization projects have been developed such as manuscripts d’Oc and d’Oïl in the Vatican Library (MOOV) [1], Saint-Omer [2] and Better Access to Manuscripts and Browsing of Images (BAMBI) [3] …treat Latin scripts. The ancient Arabic manuscripts are a treasure priceless on the textual planes, intellectual and artistic, manual manipulation repetitive of fragile documents could destroy them. In order to exploit this wealth, we are led to scan them and creating electronic libraries. For the reasons above, and in order to develop a complete system for recognition Arabic handwriting, the first step for the creation of this system is presented in this article, namely indexation. That, through two steps: a segmentation phase based on the lines extraction by partial projection method. The second phase is the matching between the query and the scanned document using Histograms of Oriented Gradients descriptor. From literature survey of handwritten word recognition techniques, it is found that, in general, several approaches of textual indexation handwritten documents images are inspired by one of two following categories:

Heuristic approaches (see [4]): they are based on successive segmentation methods, which starting from the text image, allow arriving to the characters.

Holistic approaches (see [5]): address the indexing problem at words, most of the authors prefer a word-level rather than character-level approach.

Many works treat a Latin’s manuscripts documents we quote: Zhang and Tan [6] compute local key-points over the document images for segmentation level and use features based on the Heat Kernel Signature (HKS), while Leydier et al. [7] represent the document images with gradient-based features. The main drawback is that they use a costly distance computation, which is not scalable to large datasets.

Howe [8] uses a generative word appearance from a single positive sample, resulting in an example of a one-shot learning approach and then uses the model to retrieve similar words from arbitrary documents.

Kamble and Hegadi [9] use the Rectangle Histogram Oriented Gradient for extraction the features of handwritten Marathi characters, Feed-Forward Artificial Neural Network (FFANN) classification technique is used in this algorithm.

Rath et al. [10] extracted discrete feature vectors that describe word images, which are then used to estimate similarity between word images after training step of the probabilistic classifier.

Jon et al. [11] propose a sliding-window approach for word spotting in document images where the documents are represented with a grid of HOG descriptors and the retrieval step is performed by using an exemplar support vector machine framework.

Liang et al. [12], described a novel approach to overcome the problem of the lack of existing large data sets for training which uses a character-based modeling for training. A word modeling technique is used for enabling the retrieval of keywords that have not explicitly been seen in the training set.

The million documents were written in Arabic in various disciplines between the seventh and fourteenth centuries. The digitalization is a solution for the preservation of these manuscripts with the advances in digital scanning and electronic storage. However, few works treat an Arabic manuscripts document.

Mohamad et al.[13] use the Hidden Markov Models (HMM) vertical window and two HMM slanted windows, one window is slanted to the left, and one to the right. They proposed this method to remedy with the problem of writing inclination, overlapping and diacritical marks. The approach combined the three slanted windows HMM-based classifiers at the decision step. All classifiers have the same topology as the reference system and vary only in the orientation of the window (query).

Kessentini et al. [14] use multi-stream hidden Markov Models for off-line handwritten word recognition. The proposed approach combines low level feature streams namely, density
based features of sliding windows, and contour based features. In this technique, several feature representations are modeled separately by HMM classifiers. Kundu et al. [15] use Variable Duration Hidden Markov Models (VDHMM) where all Arabic words are modeled by one HMM. Each character is a state in VDHMM and has a variable duration to model a character model of multiple segments.

The paper is organized as follows. Section 2 gives an overview of indexation system process. Section 3 deals with the overall text line segmentation of handwritten document image based on partial projection. Afterwards, section 4 describes the R-HOG approach for word-spotting. In section 5, classification using SVM classifier is presented. Section 6 discuss experimental results. Finally, conclusions are summarized in section 7.

2. PROPOSED SYSTEM
In this work, we concentrate on historical Arabic documents. The application of HOG descriptor and line segmentation in the context of indexation for Arabic handwriting provides better performance in average precision and time of descriptor computation. The document images have been preprocessed to enhance them. For this purpose, a model for the restoration of the degradations [16], which uses a series of multi-level classifiers [17] is applied to document images. Then, the text lines are extracted using histogram partial projections method which consists to decompose, classify and search text lines to facilitate research in these manuscripts. Later, a window applied on the segmented lines; reduce the time of the descriptor computation and matching. Histograms of Oriented Gradients (HOGs) are used to represent and to compare the query with the region of the document. A better representation of the query is obtained by suing the SVM training set. Identical positive set is produced by slightly the window around the query and sample negative set is obtained by taking a sampler random regions. The regions with high similarity will be used in reranking step. The general process of the proposed system is shown in “Figure 1”.

**Fig 1: Proposed system process**

The proposed indexation system is achieved in the following steps:

1. Image preprocessing based on the multi-level classifiers
2. Text line segmentation based on partial projection method.
3. Characterization of the query and the regions in documents using the HOGs descriptor.
4. SVM training set
5. Thresholding by DTW
6. SVM classifying set
7. Reranking

3. Text Line Segmentation

In this section, the text line segmentation method of Arabic manuscripts is presented. The method is based on the histogram of the partial projections which consists to decompose, classify and search the text lines to facilitate research in these manuscripts.

- Image decomposition

The document image is divided into columns, the width of the column is that of the query, then; we determine the histogram of the horizontal projections for each column. The minimum of these histograms provide the text blocks and the height of each block is "Figure 2".

- Blocks classification

A text document image can contain three types of blocks according to their height: small, medium and large blocks, represent successively diacritics symbols and also components generated by the division of the image in columns, the main path of words and finally overlapping ascending and descending characters well as characters glued with neighboring lines. Each block type represents a class, and the detection of block types is made using the automatic k-means classification algorithm which provides three outputs (classes). The description of the algorithm is given by [18].

- Searching the text lines

When the segmentation blocks are achieved, we pass to the research lines of text. A matching between blocks of different columns is done. For this, we use the Euclidean distances between the lower ordinates blocks. We compare the blocks of column i with those of columns i-1 and i+1, except for extreme columns which the comparison is respectively with column 2 and n-1 column. The blocks where the distance between their ordinates lower is are paired together. The separators lines correspond to the ordinates lower of these blocks.

4. Concept of HOG Descriptor

HOG feature descriptors are used in computer vision and image processing for the object recognition purpose. The main idea behind the HOG descriptors is that local object appearance and shape within an image can be described by the distribution of intensity gradients or edge directions. The implementation of these descriptors can be achieved by dividing the image into small connected regions, called cells, and for each cell computing a histogram of gradient directions. The combination of these histograms represents the descriptor.

4.1 Feature Extraction

The main contribution of this paper is the application of HOG feature descriptors for word spotting in handwritten Arabic documents and using text line segmentation. The feature extraction is a most important part of word spotting system, that mean transforming the input query into the set of features. Rectangle Histogram Oriented Gradient (R-HOG) is used to detect and extract feature of Arabic handwritten documents “Figure 3”. Initially, we remove noise for sliding-window and region of documents with Gaussian filter. After smoothing, the Sobel kernel is used to calculate the horizontal and vertical components of the gradients.

Let, \( I_s \) the smoothed image and the horizontal and vertical components of image gradient is \( I_{x}(x,y) \) and \( I_{y}(x,y) \) respectively.

\[
\begin{align*}
I_{x}(x,y) &= I_s * [-1 0 1] \\
I_{y}(x,y) &= I_s * [1 0 -1]
\end{align*}
\]

The magnitude \( M(x, y) \) and direction \( D(x, y) \) of the gradient at pixel \( (x, y) \) in the smoothed image are computed as follows:

\[
\begin{align*}
M(x, y) &= \sqrt{I_{x}^{2}(x, y) + I_{y}^{2}(x, y)} \\
D(x, y) &= \tan^{-1}\left(\frac{I_{x}(x, y)}{I_{y}(x, y)}\right)
\end{align*}
\]

Then, histogram of all blocks can be computed using the block size of character; each pixel is assigned in certain category according to its gradient direction, “Figure 4” shows the feature extraction process.
5. CLASSIFICATION

Support Vector Machines (SVM) are a group of supervised learning methods with associated learning algorithms that analyze and recognize data. We have used SVM classifier with linear function for the recognition documents in handwritten Arabic. The Width of the margin between the classes is the major optimization criterion, the empty area around the decision boundary, defined by the distance to the nearest training pattern. These patterns called support vectors, which finally define the function for classification “Figure 5”.

Following are the four basic kernels used in SVM classifications:

- **Linear** $K(x_i, x_j) = x_i^T \cdot x_j$
- **Polynomial** $K(x_i, x_j) = (\gamma x_i^T \cdot x_j + r)^d, \gamma > 0$
- **RBF** $K(x_i, x_j) = e^{-\gamma|x_i - x_j|^2}$
- **Sigmoid** $K(x_i, x_j) = \tanh(\gamma x_i^T \cdot x_j + r)$

In a linear model, separating hyper-plane has equation $w^T \cdot x + b = 0$

Considering a binary classification problem with training data $\{(x_i, y_i)\}_{i=1}^{m}$ where $x_i \in \mathbb{R}^n$ and $y_i \in \{+1,-1\}$

The SVM attempts to find the hyper-plane $\langle w, b \rangle$ that maximizes the margin. The positive and negative support vectors respectively is $w^T \cdot x_p + b = +1$ and $w^T \cdot x_n + b = -1$ so

$$w \||w|| (x_p - x_n) = \frac{w^T (x_p - x_n)}{||w||} = \frac{2}{||w||}$$

So we can deduce that the maximize the margin amounts to minimizing. This can be casted as an optimization problem as

$$\min_{w, b} \frac{1}{2}||w||^2 + c_1 \sum_{(i,y_i) \in P} L(y_i, w^T x_i) + c_2 \sum_{(i,y_i) \in \mathbb{N}} L(y_i, w^T x_i)$$

$c_{1,2}$ Is a regularization parameter. $y_+ = +1$ and $y_- = -1$

$x_+ \in \mathbb{P}$ is constructed by deforming the query. To produce the negative set, the sample random regions over all the documents $x_- \in \mathbb{N}$

6. EXPERIEMENTS

In this section, we present the result of our approach for searching query on public datasets of the Lord Byron (LB) and Ibn Sina handwritten manuscripts. A comparison with [11] is given. MATLAB is used to measure all score and running times of the different sections (computing the HOG descriptors, calculating the scores with query and training the SVM).

“Table 1” shows the mean average precision of the approach proposed, Vinciarelli+DTW and HOG+SVM applied to the Lord Byron dataset.

“Table 2” shows the time of descriptor computation with the approach proposed and SVM+HOG approach

<table>
<thead>
<tr>
<th>Dataset</th>
<th>HOG+SVM</th>
<th>HOG</th>
<th>Vinciarelli+DTW</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>LB</td>
<td>83.04</td>
<td>75.37</td>
<td>83.47</td>
<td>85.63</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>HOG+SVM</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>LB</td>
<td>700s</td>
<td>267s</td>
</tr>
</tbody>
</table>

As can be seen in Table 1 and 2, our approach provides better performance at mAP and time of descriptor computation. In order to evaluate the performance of the techniques in handwritten Arabic documents in Ibn Sina, the cell and block sizes is changed. “Figure 6”, shows that the best mean average precision (75 %) is obtained for 2×2 blocks of 2×2 pixel cells.
7. CONCLUSION
This paper presents a system for Handwritten Arabic documents indexation using HOG Feature. The system has been evaluated on a large amount of handwritten Ibn Sina and datasets of the Lord Byron. The experimental results show that the use of HOG based feature extraction method and SVM classifier with linear function provides good results in mAP and the time of descriptor computation. In future work, the conception and realization of handwriting recognition system application will be developed, also, reducing the time of descriptor computation by improving the preprocessing step, and also feature descriptors extraction.
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