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ABSTRACT 
The main issue to build applicable Brain-Computer 

Interfaces is the capability to classify the 

electroencephalograms (EEG). During the last decade, 

researchers developed lots of interests in this field. The 

purpose behind this research is to improve a model for EEG 

signals analysis. Filtration of EEG Signals is essential to 

remove artifacts. Otherwise, wavelet transform was used to 

extract features. Mean, Maximum, Minimum and Standard 

Deviations values of wavelet coefficients for the EEG 

signals were chosen as a feature vector. This paper compares 

the classification results by the use of Neural Network, K-

Nearest Neighbor and Support Vector Machine classifiers. It 

has been illustrated from results that the K-Nearest Neighbor 

classifier outperforms a better performance than Neural 

Network and Support Vector Machine. 
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1. INTRODUCTION 
The system that allows the brain signals for the 

environmental interaction is called The Brain Computer 

Interface (BCI). This system has been divided into two 

groups; the first one is called invasive while the other one is 

non-invasive. [1] The differences between the two groups 

are the invasive devices are attached directly to the brain and 

their signals are with high quality. On the other hand, the 

Non-invasive clarity is very low when it communicates with 

the brain. Moreover, it considered to be very safest in 

comparison to other types.BCI is a device that receives 

neural signals and transforms them to digital signals that a 

computer can utilize them for a lot of purposes. This device 

can be extremely essential and powerful as it can act like a 

bridge to connect the gap between the human body and the 

tools used for the environmental interaction. Instead of being 

forced to manipulate a real or symbolic environment with 

body parts like hands and legs, users should be able to 

interact with their environment using the brain’s neural 

impulses. [2] 

IN 1875 EEG signals were recorded as a brain activity by 

Richard Caton (1842-1926), who placed a pair of 

galvanometer electrodes on the surface of the scalp. His 

work thus followed Matteucci Carl (1811-1868) and Emil 

Du Bois-Reymond (1818-1896) that is managed to use a 

galvanometer to measure neural activity of the muscle. This 

field of medicine known as neurophysiology [3].One of the 

most significant factors to measure the abnormalities in 

clinical EEGs and to understand the useful behaviors in 

cognitive research is the frequency. The human EEG are 

expressed as temporary unexpected alterations with irregular 

bursts of oscillations by the use of too many (billions) pulses 

from neurons. These signals are classified into five bands 

namely, delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), 

beta (13-30 Hz) and gamma (> 30 Hz).This classification is 

vital for the brain diseases diagnosis also for better 

understanding the cognitive processes. While to differentiate 

EEG segments and for taking a decision regarding the 

human health, effective classification techniques were used. 

Although EEG recordings characterized by having many 

data, but still a main problem to use the documented EEG 

signals for additional analytical process (e.g. classification). 

The advantages behind this is to separate the useful features 

alone from the raw EEG signals after this separation, these 

extracted features can be used for the classification. Thus a 

model is developed to make this extraction and for 

comparing the results by the use of KNN, SVM and Neural 

Network.Several methods have been discussed in the 

literature to classify these signals such as neural networks 

[4], statistical methods [5], Adaptive neuro-fuzzy inference 

system [6], many other studies [7], [8], [9] that covered the 

brain signals analysis.For EEG classification, many methods 

have been proposed in the literature, namely, neural 

networks [4], statistical methods [5], Adaptive neuro-fuzzy 

inference system [6], also a number of other studies [7], [8], 

and [9] that covered analyzing brain signals.The remaining 

part of the paper is organized as follows. Preliminaries are 

discussed in sector (2). Sector (3) presents the proposed 

model. Experimental results are discussed in sector (4). 

Finally, the paper conclusion is in sector (5). 

2. PRELIMINARIES 

2.1 Wavelet transform 
The wavelet transform is a method that used to decompose 

an input signal of interest into a set of coefficients and 

provides a way to analyze the signal by examining these 

coefficients, many methods have been proposed in the 

literature that used wavelet transform for feature extraction 

[10], [11], [12], [13], and [14].The extracted wavelet 

coefficients give compacted representation that shows the 

distribution of the EEG energy in time and frequency 

domain.To obtain the decomposition of the signal into 

different frequency bands, two main filtering process are 

done namely high-pass and low-pass. The decomposed 

bands are called sub bands. Both filters provide different 

types of the coefficients as an output. The low-pass filter 

provides the approximation coefficients. On the other hand, 

the high pass filter provides the detailed one. The analysis of 

the signals using DWT depends on selecting an appropriate 

wavelet and the number of levels of decomposition is the 

main coefficients. The number of levels of decomposition is 

chosen based on the dominant frequency components of the 

signal. The levels are chosen such that those parts of the 
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signal that correlate well with the frequencies required for 

classification of the signal are taken in the wavelet 

coefficients. 

Algorithm 1 " Wavelet Transform 

S is a symbol given for the signal of length N 

Level from j=1 to maximum level 

1: two sets of coefficients were produced:   

Approximation coefficients cA1, and detail 

coefficients cD1.  

2: These vectors are obtained by convolving s with 

the low-pass filter Lo_D for approximation, and 

with the high-pass filter Hi_D for detail 

2.1:  A coefficients  

𝐴𝑗 =  𝐴𝑘
(𝑗 )

∅𝑗 ,𝑘

𝑘

   𝑎𝑛𝑑 𝐴𝑗+1 =  𝐴𝑘
(𝑗+1)

𝑘

∅𝑗+1,𝑘  

𝐴𝑘
(𝑗+1)

=  ℎ𝑛−2𝑘

𝑛

𝐴𝑛
𝑗

 

ℎ  𝑘 = ℎ −𝑘 , 𝑎𝑛𝑑 𝐹𝑘
(𝑗+1)

=  ℎ 𝑘−𝑛

𝑛

𝐴𝑛𝑗  

2.2: D coefficients  

𝐷1 =  𝛿𝑛𝜑1,𝑛

𝑛

 

Such that 𝜑𝑗+1,0 =  𝑔𝑘 ∅𝑗 ,𝑘   

 

2.2 Artificial Neural Network (ANN)  
We use Artificial Neural Network (ANN) technique in 

classification step because it uses to solve complexity 

problems. Artificial network adapts itself by sequential 

training algorithm and its architecture and connected 

weights. This paper uses feed forward neural network with 

multi-layers with back propagation learning algorithm. 

Algorithm 1 Artificial Neural Network (ANN) algorithm  

1:  initialize weights (set to small random value). 

while stopping condition is false do steps 2-9 

2: for each sample in the training set, do steps 3-8 

Feed forward :- 

3:  Each input unit (Xi) receives   signal Xi & broad casts 

this signal to all units in the layer above (the hidden layer) 

4: Each hidden unit (Zj) sums its weighted i/p signals, 

𝑍 − 𝑖𝑛𝑗 = 𝑉𝑎𝑗 +  𝑥𝑖𝑣𝑖𝑗

𝑛

𝑖=1

 , 𝑊ℎ𝑒𝑟𝑒 𝑉𝑎𝑗  𝑖𝑠 𝑎 𝑏𝑖𝑎𝑠  

To compute its output signal, apply its activation function 

𝑍𝑗  = 1/(1 + 𝑒− 𝑍−𝑖𝑛𝑗  ) 

send this signal to all units that present in the layer above 

5: Calculate the output: 

𝑌 − 𝑖𝑛𝑘 = 𝑊𝑜𝑘 +  𝑍𝑗𝑤𝑗𝑘

𝑛

𝑖=1

 , 𝑊ℎ𝑒𝑟𝑒 𝑊𝑜𝑘  𝑖𝑠 𝑎 𝑏𝑖𝑎𝑠 

𝑌𝑘  = 1/(1 + 𝑒− 𝑌−𝑖𝑛𝑘  ) 

Back propagation of error:- 

6: Computes the error in the output layer 

𝛿2𝑘 = 𝑌𝑘 1 − 𝑌𝑘 ∗  𝑇𝑘 − 𝑌𝑘 , 𝑇𝑘  𝑖𝑠 𝑡ℎ𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 

 

7: computes its error information in hidden layers 

𝛿1𝑗 = 𝑍𝑗  1 − 𝑍𝑗  ∗  𝛿2𝑘

𝑚

𝑘=1

𝑤𝑙𝑘 , 

8: Update weights and bias :- 

𝑊𝑗𝑘  𝑛𝑒𝑤 = 𝜂 ∗ 𝛿2𝑘 ∗ 𝑍𝑗 + 𝛼 ∗ 𝑊𝑗𝑘  𝑜𝑙𝑑  

𝑉𝑖𝑗  𝑛𝑒𝑤 = 𝜂 ∗ 𝛿1𝑗 ∗ 𝑥𝑖 + 𝛼 ∗ 𝑉𝑖𝑗 𝑜𝑙𝑑 

 

9: Test stopping condition. 

2.3 K-Nearest Neighbor Classifier (KNN)  
In pattern recognition, one of the methods used to classify 

the objects is the k-nearest neighbor algorithm (KNN). This 

method is used depending on training examples close to each 

other in the feature space and it is used in many applications 

(e.g. medical field, data mining, recognition of handwriting, 

statistical pattern recognition, and satellite image).   

Algorithm2" K-Nearest Neighbor Classifier (KNN)  

algorithm"  

1: Repeat the following steps to all samples   

2. Calculate the distance between sample x and all samples 

in the training data  

𝐷 =   (𝑋𝑖 − 𝑆𝑖)
2

2
 

3: Sort the distances ascending  

4: Pick first K elements 

5:𝑂𝑢𝑡𝑝𝑢𝑡
𝑋

= 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠 (𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) 

 

2.4 Support Vector Machine (SVM)  
For classification, SVM is a popular machine learning 

algorithm that is commonly used and it is used for 

optimizing the margin between two classes. The 

classification is achieved by understanding a linear or non-

linear separation surface in the input space. An important 

property of SVMs is their ability to learn can be independent 

of the dimensionality of the feature space.   

In the support vector machine algorithm the complexity of 

the optimization problem is mainly based on the margin with 

which separate the data, not with the number of features. 

SVMs use over fitting protection to handle the large feature 

spaces. SVMs have a lot of advantages and one of them is its 

ability to learn different kernel function for classification. IN 

their basic form, SVMs learn the linear threshold function. 

However, by changing to an appropriate kernel function, 

they can be used to learn polynomial classifiers, radial basic 

function (RBF) networks and three-layer sigmoid nets. [15] 
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Algorithm 3 " Support Vector Machine (SVM)  algorithm"  

1:  Finding Pair of Points that are closed 

candidateSV ={closest pair from classes that are 

opposite} 

do 

Find a violator 

2: Adding a sample to the Support Vector data set 

candidateSV = candidateSV  ∪ violator 

3: Pruning 

if any 𝛼𝑝< 0 as a result of adding c to S then 

candidateSV = candidateSV \ p 

repeat till all such points are pruned 

end if 

while there are violating points do 

 

3. PROPOSED ALGORITHM  

3.1 Dataset 
The data set used in this experiment has been obtained from 

the BCI Competition IV (2008). Provided by Department of 

Medical Informatics, Institute for Biomedical Engineering, 

University of Technology Graz [16], the data set consists of 

EEG data recorded from 9 subjects. For a given subject two 

sessions were recorded on two different days. Each session 

consisted of 6 runs and each run consisted of 48 trials (12 

trials for each motor imagery class). There are four different 

motor imagery tasks, namely the imagination of movement, 

Left hand (class 1), Right hand (class 2), Both feet (class 3), 

Tongue (class 4). 

All data sets are stored in the General Data Format for 

biomedical signals (GDF), One file per subject and session, 

only one session contains the class labels for all trials, 

whereas the other session will be used to test the classifier 

and hence to evaluate the performance. For each subject we 

have 25 channels (22 EEG and 3 EOG). 

At the beginning of each session, a recording of 

approximately 5 minutes was performed to estimate the 

EOG influence. The recording was divided into 3 blocks: 

 (1) two minutes with eyes open (looking at a fixation cross 

on the screen),  

(2) one minute with eyes closed, and  

(3) one minute with eye movements. 

3.2 Methods 
In this section we show the details for a proposed method to 

classify EEG signals using machine learning techniques. 

A) Preprocessing 
After reading the GDF files; it’s needed to remove 

unwanted signals present in the EEG. They have 

various origins, which include the utility frequency, 

body and eye movements, or blinks. The utility 

frequency artifacts were already removed from the data 

using the notch filter; the step of eye artifacts removal 

is processed here using high pass filter because the eye 

artifacts occur in the frequency range of 0–4 Hz, so by 

filtering these components out, we may reduce the EOG 

artifacts. 

 

Fig 1: Proposed System 

B) Channel selection  
Only channels C3, C4, and Cz were selected for 

analyzing EEG signals because: (1) It is stated in [17] 

that most EEG channels represent redundant 

information and (2), it was concluded in[18], [19] that 

the neural activity that is mostly correlated to the fists 

movements is commonly contained within these 

channels. 

C) Feature extraction 
In this experiment the signal has been decomposed in 4 

levels using discrete wavelet transform. The 

approximate coefficient Ca and each level detail 

coefficients Cd4, Cd3, Cd2 and Cd1 were used to get 

the feature vector. Many amplitude estimators for 

neurological activities were defined mathematically to 

get the feature vector in this paper we use minimum, 

maximum, Average and standard deviation.   If we 

assume that the nth sample of a wavelet decomposed 
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detail at level   i is Di (n), then the following features 

can be defined: 

1. Minimum 

𝑀𝑖𝑛𝑖𝑚𝑢𝑚 = 𝑀𝑖𝑛{𝐷𝑖} 

2. Maximum 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 𝑀𝑎𝑥{𝐷𝑖} 

3. Average 

𝜇 =
1

𝑁
 𝐷𝑗

𝑁

𝑗=1

 

4. Standard Deviation 

𝜎 =  
1

𝑁
 (𝑥𝑖 − 𝜇)2 

D) Classification 
In this paper we classify the data using 𝐴 coefficients,𝐷1 

coefficients, 𝐷2 coefficients, 𝐷3 coefficients, 𝐷4 coefficients, 

and finally we classify using a feature vector that composed 

from 𝐴, 𝐷1, 𝐷2, 𝐷3, 𝐷4 coefficients. 

4.  EXPERIMENTAL RESULTS 

In this section we describe the results obtained from 

classification using Support Vector Machine (SVM), Neural 

Network (NN) and K-Nearest Neighbor (KNN). 

A) Classification  using A Coefficients 

Table 1. A coefficient Results 

Subject SVM NN(7,5,1) KNN, K=7 

1 51.4 40.3 50 

2 44.4 50 66.7 

3 56.9 51.4 69.4 

4 52.8 50 69.4 

5 48.6 48.6 69.4 

6 47.2 41.7 44.4 

7 52.8 45.8 70.8 

8 48.6 43.1 66.7 

9 50 54.1 68.1 

Mean 

Accuracy 

50.3 47.2 63.8 

As shown in table 1 we can see that KNN classifier take only 

one parameters and  the best results was  63.88%  were when 

k=7.While the SVM classifier with RBF Kernel function  the 

accuracy is 50.3%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 5 nodes 

in the second layer and 1 nodes in the output layer we got 

47.2% accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

B) Classification  using D1 Coefficients 

Table 2. D1 coefficient Results 

Subject SVM NN(7,7,1) KNN, K=35 

1 54.2 58.9 72.2 

2 43.1 62.5 70.8 

3 41.7 59.7 61.1 

4 40.3 59.7 62.5 

5 38.9 54.2 62.5 

6 33.3 43.1 58.3 

7 50 58.3 73.6 

8 50 58.3 72.2 

9 52.8 61.1 59.7 

Mean 

Accuracy 

44.9 57.3 66.2 

As shown in table 2 we can see that KNN classifier take only 

one parameters and  the best results was 66.2%  were when 

k=35.While the SVM classifier with RBF Kernel function  

the accuracy is 44.9%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 7 nodes 

in the second layer and 1 nodes in the output layer we got 

57.3% accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

C) Classification  using D2 Coefficients 

Table 3.  D2 coefficient Results 

Subject SVM NN(7,7,1) KNN, K=35 

1 41.7 50 69.4 

2 43.1 51.4 70.8 

3 40.3 55.6 69.4 

4 38.3 54.2 70.8 

5 43.1 59.7 68.1 

6 38.3 50 63.9 

7 40.3 52.9 70.8 

8 43.1 58.3 66.7 

9 41.7 50 70.8 

Mean 

Accuracy 

41.1 53.6 69 

As shown in table 3 we can see that KNN classifier take only 

one parameters and  the best results was 69%  were when 

k=35.While the SVM classifier with RBF Kernel function  

the accuracy is 41.1%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 2 nodes 

in the second layer and 1 nodes in the output layer we got 

53.56% accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

D) Classification  using D3 Coefficients 

Table 4.  D3 coefficient Results 

Subject SVM NN(7,7,1) KNN, K=35 

1 34.7 59.7 70.8 

2 36.1 58.3 72.2 

3 34.7 56.9 70.8 

4 37.5 56.9 68.1 

5 36.1 58.3 70.8 

6 40.2 48.6 66.7 

7 36.1 56.9 73.6 

8 37.5 58.3 72.2 

9 36.1 48.6 72.2 

Mean 

Accuracy 

36.6 55.9 70.8 

As shown in table 4 we can see that KNN classifier take only 

one parameters and  the best results was 70.8%  were when 

k=35.While the SVM classifier with RBF Kernel function  

the accuracy is 36.6%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 7 nodes 

in the second layer and 1 nodes in the output layer we got 
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55.9% accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

 

E) Classification  using D4 Coefficients 

Table 5.  D4 coefficient Results 

Subject SVM NN(7,5,1) KNN, K=35 

1 61.1 62.5 62.5 

2 61.1 62.5 58.3 

3 65.3 61.1 72.2 

4 62.5 62.5 70.8 

5 62.5 63.8 61.1 

6 54.2 47.2 58.3 

7 65.3 56.9 75 

8 63.8 56.9 69.4 

9 62.5 61.1 72.2 

Mean 

Accuracy 

62 59.4 66.7 

As shown in table 5 we can see that KNN classifier take only 

one parameters and  the best results was 66.7%  were when 

k=35.While the SVM classifier with RBF Kernel function  

the accuracy is 62%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 5 nodes 

in the second layer and 1 nodes in the output layer we got 

59.4 % accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

F) Classification  using A,D1, D2, D3 and D4 

Coefficients 

Table 6.  All coefficient Results 

Subject SVM NN(7,5,1) KNN, K=32 

1 43.1 45.8 58.3 

2 44.4 51.4 62.5 

3 55.6 50 59.7 

4 52.8 51.3 63.9 

5 50 48.6 61.5 

6 51.4 36.1 51.4 

7 52.8 52.8 73.6 

8 55.6 48.6 72.2 

9 56.9 45.9 70.8 

Mean 

Accuracy 

51.4 47.8 63.8 

As shown in table 6 we can see that KNN classifier take only 

one parameters and  the best results was 63.8%  were when 

k=32.While the SVM classifier with RBF Kernel function  

the accuracy is 51.4%. In NN we pick number of layers and 

nodes in each layer to train the samples and get the weights 

of the network, we test the data in different cases in case of 

using three layers, in the first layer we pick 7 nodes, 5 nodes 

in the second layer and 1 nodes in the output layer we got 

47.83 % accuracy. The accuracy of KNN better than in the 

SVM and NN classifiers. 

5. CONCLUSIONS 
In this study we introduce a model to analyze EEG signals, 

The proposed technique is based on removing artifacts using 

High Pass Filter (HPF), and feature extraction using 4 levels 

discrete wavelet transform; finally we use KNN, SVM and 

neural network in the classification phase.Good results were 

obtained using KNN classifier than SVM and NN, for all 

coefficients, also Maximum classification accuracy was 

estimated when the statistical parameters of coefficients d3 

and d2 were used as the features for classification. 
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