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ABSTRACT
Due to the rapid progress in network technologies, easy availability of the internet and lower cost of mobile devices with wireless network connection facility, the number of internet users is increasing at an exponential rate now-a-days, so does the number of intrusion. Despite the implausible advancement in Information Technology, Intrusion Detection has remained as one of the biggest challenges encountered by network security specialists. Data mining can play a vital role in addressing this issue. In this paper, some selected data mining algorithms available for Network Intrusion Detection have been reviewed, such as: Support Vector Machine, K-Nearest Neighbor, Naïve Bayesian Classifier, Decision tree Algorithm (C4.5), Genetic Algorithm, Logistic Regression, Artificial Neural network, K-means clustering, EM algorithm, Fuzzy Logic and Hidden Markov Chain; along with addressing the advantages and disadvantages of each of them.
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1. INTRODUCTION
The universal acceptance of wireless technology has created the computer networks idea to be re-sharped. As a result, in the past few years, lots of networking architectures have been refined. But like other systems network architecture also have some vulnerable sections. Potential cyber threats like network intrusion generate the breaking of a moral protection. So, the main idea of developing intrusion detection system (IDS), firewall, authentication, encryption and other hardware, software based programs is to protect the precious information or data from the unauthorized users or intruders. But due to the increasing growth of attacking tools and tricks which support the network attack, effective method for intrusion detection has become the highest priority to protect the network.

2. INTRUSION DETECTION TERMINOLOGY
Intrusion detection system is established to prevent the intruders and ensure the safety of the system. So the study of intrusion detection terminology and classification is necessary.

2.1 Intrusion Detection System Classification
Based on data sources, Intrusion detection system can be classified as following:

Host-based detection: The network architecture of host-based intrusion detection system is agent-based. It works for individual host or device in a network. It observes the activity and raises an alarm to the human security officer or administrator to investigate if any change or modification is found on the system file.

Network-based detection: Network-based intrusion detection is used to observe data exchange between computers. It observes the traffic movement on the network from a strategic point or points. It analyzes the passing traffic on the whole subnet and checks if there is any similarity among the passed traffic and the database of known attacks.

2.2 Intrusion Detection Approaches
The approaches to detect intruder in system is done with many possible ways. But there are two major approaches to detect the type of intruder and their drawbacks are discussed in this section.

2.2.1 Anomaly-based or profile-based detection
In anomaly-based detection, user’s usual behavior is stored in database, then comparing user’s current behavior with those stored in the database. If any kind of divergence is found, it is said an intrusion has detected. It can detect an already known attack or an attack that was detected never before. Anomaly-based intrusion detection is about discrimination of malicious and legitimate patterns of activities in variable characterizing system normality.

Draw Back of Anomaly-based Detection: Though it can detect new attacks, but at the same time it provides false positives results. In addition, selection of the correct set of system features to measure is ad hoc and based on experience, which is quite difficult to perform.
2.2.2 Misuse-based or signature-based detection: In misuse detection approach, previously known intrusions are acknowledged and hand-coded. There is a human security analyst which takes appropriate decision based on their experience in identifying intrusions. The system searches for pattern or significant user behavior in the network traffic. Any match with the signature is count as possible attack or threat. Misuse detection has based on expert system. In general it can be said that misuse detection use pattern of well-known attack to identify intrusions.

Drawbacks of Misuse-based detection: The intrusions which are saved in the database have to be manually coded by experts. Also the database needs to be updated when any new intrusion is detected.

2.2.3 Combination of anomaly and misuse intrusion detection: Anomaly and Misuse based detection systems have paucity that hampers their efficiency of detecting intrusion. The combined techniques refer to use the benefits of both approaches. External and internal attacks can be easily monitored by single IDS. While it is possible to achieve significant advantages by combining both methods rather than using any single one separately, the combined approach has some serious disadvantages. More dedicated system resources, increase in memory requirements are some of its disadvantages.

3. TYPES OF ATTACK

There are some basic types of attacks that are recognized. The types can be modified and applied to crash the system but the basic remains same.

DoS attack: A denial of service is a process to hide computer resources from its intended user. It generally resists a network site or service to perform its tasks efficiently or properly.

User to root: It allows the unauthorized access to local super user. Attackers can access normal user account on the host system and can use vulnerabilities to get root access of the system.

Probing: An attacker uses the services which are provided by that site and the machine map for exploits. It scans the network to detect vulnerabilities or gather information. It requires a very little technical support to perform.

Remote to user (U2R): This type of attack describes the unauthorized access from a remote machine into the super user account of the target system. A packet is send to the machine over the network by the attacker to get illegal access of data as a user.

Eavesdropping attack: It illegally captures the packets transmitted by other’s computer and accesses the sensitive information such as session token, password, or any sort of private data.

Man-in-the-middle-attack: The attackers independently connect with the victims and make them to believe that their conversation is kept as private although the entire conversation is controlled by the attackers.

4. INTRUSION DETECTION SYSTEM

The major steps of the IDS architecture and the procedure of it will be described in this section.

4.1 Intrusion Detection System architecture

IDS can be recited as an indicator which processes data coming from the system to make it more secured. The main task of the indicator is to delete the undesirable information from the audit data. Then it presents an artificial view of security related action which is taken during normal system usage. Then a decision is taken to decide the action or the state whether carries the symptoms of being an intrusion or not. Countermeasure components can then take effective step to either resist the action from being performed or allow the state of the system to the protected state.

4.2 Working Phases of Intrusion Analysis

Intrusion analysis process can be divided into following four phases:

1. Processing phase: It is the first phase of IDS. Major step of this phase is to classify data. So, data are organized in some pattern. The classification depends on the analysis schemas being used. The phase determines the format of the data. The format might be canonical or structured database. This phase collects the behavior from IDS.

2. Analysis: It is the second phase of IDS. After preprocessing, data need to compare with knowledge base which results will be taken as an intrusion or threat, else it will be discharged to examine the next data.

3. Response: Response can be set to be performed automatically. In case of manual analysis situations it can be done manually.

4. Refinement: This phase does tuning task based on previously detected intrusions. It can reduce more false positive levels. It supports to have more security tools which ensure that the raised alert is valid or not.
5. IDS ALGORITHMS

Intrusion detection system follows some algorithms to detect the abnormality of the system. Some of the most used and effective algorithms are discussed here.

5.1 Fuzzy Logic

Fuzzy logic is proposed as a model of uncertainty of natural language. The fuzziness of fuzzy logic is used to clear the unexpected partition of normality and abnormality. [4] In the field of intrusion detection fuzzy logic has demonstrated potentially applicable. [5] This approach is certainly be declared as the ‘degree of truth’ rather than ‘true or false’.

Fuzzy logic is obtained from fuzzy set theory and for classification it applies rule based system which has different conceptual components. [6] Different rules are used for different pattern classification problems. It is very suitable for applying on the intrusion detection. Fuzzy association rules are applies to detect abnormality and to mine the network audit data model. [6]

Giving warning for every intrusion steps is bothersome. On the basis of individual conditions warning should be raised at the degree of intrusion. [4]Comparing the audit data and mined normal data warning can be raised.

Fuzzy membership function defines the fuzzy set for the possible values. A membership function $\mu(x)$ with fuzzy number $[a,b,c]$ is between 0 and 1,$a\leq x \leq c$. Extensionally, fuzzy number is $\{x, \mu_1(x), \mu_2(x); x \in \Omega\}$ where $\mu_1, \mu_2$ is fuzzy membership and reference function respectively and $0\leq \mu_2(x) \leq \mu_1(x) \leq 1$. Membership function is $(\mu_1(x)-\mu_2(x))$. [7, 8].

Advantages:
- Permits partial membership of a component of a set.
- Link recognition between predecessor and variable is very flexible.

Disadvantages:
- Providing frequent warning.

5.2 Support Vector Machine

Support vector machine is a sort of supervised and statistical learning technique. [9, 10] Support vector machine can be implemented in classification, regression and tagging. [10] It is basically a binary classification model and linear classifier model. This technique is established on structural risk minimization principle to detect the lowest probability of error [11].

SVM do not need any feature reduction to ignore over fitting. The number of parameter depends on the margin that separated the data point. [9] So it can be defined in the feature space with maximal margin.

The main support vector machine is based on three elements. Those are model, strategy and algorithm. [10] Support vector machine has both linear and non-liner realizations. Liner separable SMV shows the highest margin between two supporting hyper-planes. And linear SMV shows the highest soft margin. And using kernel method support vector machine can be described as non-linear terms. It shows the turning of input space $x \in \mathbb{R}^n$ to a Hilbert space $x \in \mathbb{H}$. And also can be seen as the highest soft margin for non-linear SVM. [10]

Determining the hyper plane to differentiate the data point support vector machine is advance to the squared optimization problem. [11, 12]Actually linear input space can never handle all problems. So Kernel method is introduced to perform this type of problems. During the training process, a function to the SVMs can allow the surface to the function. Total number of free parameters which used in SVMs depends on the margin that differentiates data points. [6]

Support vector machine input function, [13] $S = \{(x_1, y_1), (x_2, y_2), ..., (x_l, y_l)\}$ where $x_i \in \mathbb{R}^n$ and $i=1,2, ..., l$ is a set of input and classifies into target class, $y \in \{-1,1\}$.

For optimal hyperplane, 
$$\min \left\{ \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \xi_i \right\} \text{ S.T. } y_i(w.x_i + b) \geq 1 - \xi_i$$

Here, $\xi_i \geq 0$.
C is a regularization parameter. [9]

Deriving the equation or using basic model genetic algorithm, genetic algorithm with decision tree, fuzzy support vector machine can be applied to support vector machine.

**Advantages:**
- Efficiently produce unique solution within a very short time. Can handle more abnormality.
- By introducing Kernel method SVM Recognizes large scale of patterns and update it automatically.

**Disadvantages:**
- SVM is a procedure for powerful 2-class but poor example of multi-class classification.
- Hard to understand functions.

### 5.3 Markov Chain

Markov model is sub divided into two types: Markov chain and hidden Markov model. [14, 15] Hidden Markov model is a state full model which indicates that it is a finite set of states. Each state is associated with a probability distribution. States transition with each other is generated by a set of probabilities called state transition probabilities. The states are not observable to the external users but the outcome is observable to the user. Hence, the model is defined as hidden Markov model. [16]

By discriminating between normal and abnormal conditions HMM based classifiers are very effective in detecting network based intrusion detection system. As the Markov Model applied in the hidden layer is a first order Markov model which explains the dependency of a particular layer with the previous layer. In a particular state, Markov model concludes the visible corresponding states. [16, 17, 18]

Hidden Markov model is a random, stochastic and probabilistic model. [14, 9] It is also a basic probabilistic model which is visible through another set of random or stochastic process. Set of random or stochastic process means the process which provides the order of visible symbols. [17] HMM can be discrete if the output is finite and continuous in case of being continuous. [18] This method is highly applicable in user activity based system.

The appearance of high accuracy in detecting intrusions the hidden Markov model proved itself to be a favorable model. But during the establishment of this model appears worst in quality because of the long training time. Many approaches can be done like speech recognition, synthesis and sequencing, bioinformatics, compute vision, communication and control, crypt analysis.

**Advantages:**
- Performance is in high level.
- More security guaranteed model then others.

**Disadvantages:**
- Never stores the previous training phase.
- Do not have memory realization.

### 5.4 K-Means Clustering Approach

[19] K-Means Clustering, which is a hard partitioned clustering algorithm, is the simplest and most popular clustering technique due to its simplicity and speed. Its’ job is to allocate ‘m’ data objects into ‘k’ clusters and uses Euclidean distance metric for measuring the similarity.

According to the algorithm, the number of clusters, k is defined at first. For example, if k=3, there will be three clusters for the training data. Then, k objects are chosen as preliminary cluster centroids. To achieve this, K data objects are selected arbitrarily from dataset. Then each data item is assigned to a cluster by computing the distance between the data item and each cluster centroid and allocating it to the nearest cluster. In this way, the intra-cluster similarity remains high and inter-cluster similarity goes low [21]. Then the averages of all clusters is recalculated and renewed and the afresh computed mean is assigned as the new centroid. This process is replicated until the criterion function is converged.

Accuracy of k-means clustering depends upon the value of k. The data may also contain outliers. But if the number of outlier is comparatively smaller, the K-means clustering process is not hindered. By calculating the GSD (Generalized Squared Distance) and inspecting them for remarkably outsized values, outliers can be determined in intrusion detection [20]. The algorithm is basically specialized to train datasets which are not labeled yet. These data may contain both normal and anomalous traffic. K-means clustering performs the best when the data set is separated well enough from each other [21].

**Advantages:**
- Easy implementation, high accuracy and faster execution when it is applied on small dataset.
- Works only on numerical values.

**Disadvantages:**
- Determining the appropriate number of clusters is challenging area for researchers. Sensitive to outlier and noise.

### 5.5 Artificial Neural Network

Artificial Neural Network is a model simulation of the neurons in the human brain to imitate human brain functionality. It is a collection of several numbers of highly interconnected nodes (neurons) which has a weighted connection to several other nodes in adjacent layers. The output of each neuron is provided as the input to all of the neurons in the following layers and uses the weights together with a simple function [22] to compute output values. The system is adaptive in nature. During the learning phase, it can make changes in its configuration to adapt with the external or internal data flowing over the network. It plays a very remarkable role in both anomaly and misuse intrusion detection.

In anomaly detection, it learns the usual characteristics of system users by learning the typical sequence of commands executed by each user to identify statistically noteworthy deviations from user's recognized behavior. Explicit user model is not required. In misuse intrusion detection, data is received from network traffic and the information is analyzed for occurrences of misuse by the neural network. Neural network can be used as a filter for the incoming data to check for malicious events and send them to an available expert system for further actions. Or it can also be used as a standalone misuse detection system.

Implementing a neural network based Intrusion Detection System consists of the following phases [23]:

- Training data is collected by attaining the audit log for every user for a definite period of time.
- Next the user is identified by training the neural network, depending on the command distribution vector.
Last the job of neural network is to check (based on command distribution vector) if the network behavior shows deviation from the real user behavior. If so, an anomaly is detected.

Advantages:
- Remarkable tolerance to noisy data.
- Multiple training algorithms available.

Disadvantages:
- Process is black box.
- Long training time.

5.6 Logistic Regression

Logistic [24] is a function based classifier which uses ridge estimator and well suited to two-class classification problems. This technique employs regression but with a binary response. That is, an outcome can have only two values → Intruder or Authorized User (I or A). Probability estimation is based on one or more predictors. Logistic regression calculates the relationship between the dependent variable (which is categorical in nature) and one or more independent variables (or predictors) by appraising their probabilities using a logit function [25], which is as follows:

\[ \log \left( \frac{P(Y=1|x=x)}{P(Y=0|x=x)} \right) = \beta^T X = \sum_{i=0}^{n} \beta_i x_i \]

It generates a logistic curve with values ranging between 0 and 1. The curve is not constructed using probability. Rather it is based on the natural log values of the odds of the target. The odds [26] are described as the probability that a particular consequence is a case, which is divided by the probability that the consequence is a non-case.

Advantages:
- Relative simplicity of implementation
- Allows thresholding of the response.

Disadvantages:
- LimitedOutcome Variables.
- Independent Observations Required.

5.7 Naïve Bayes classifier

[27] Naïve Bayes is one of the most proficient learning algorithms with a very simple construction model. It plays a vital role in intrusion detection, combining with statistical approaches, to produce interdependencies between the variables, based on the implications of a probabilistic graphic model (PGM). This graphical model does the learning job. A probabilistic graphical model is a graph, with nodes representing random variables (which may be discrete or continuous), and the edges representing conditional interdependency assumptions. Hence it represents a joint probability distribution. A conditional probability table is maintained for every variable, by the classifier, for which higher computational effort is required. Naïve Bayesian classifiers use the Bayes theorem to classify the test data which is given below:

\[ P(A_i|B) = \frac{P(B|A_i) \cdot P(A_i)}{P(B)} \]

Where, \( P(A_i) \) is the Prior probability of class \( A_i \), \( P(B) \) is the Prior probability of predictor, \( P(B|A_i) \) is the probability of predictor, given class, \( P(A_i|B) \) is the posterior probability of class, given predictor.

Naïve Bayes classifier is most likely used in anomaly based intrusion detection. It works as follows: [28]

**Step 1:** Let \( T \) be a training set of tuples, represented by a dimensional vector, \( B=(b_1,b_2,\ldots,b_n) \), associated with their class labels.

**Step 2:** Let us assume that \( m \) classes are available - \( A_1,A_2,\ldots,A_m \).

Given tuple \( B \), naïve Bayes classifier forecasts that \( B \) belongs to the class \( A_i \) if and only if:

\[ P(A_i|B) > P(A_j|B); \text{ for } 1 \leq j \leq m, j \neq i \]

Thus \( P(A_i|B) \) is maximized.

**Step 3:** \( P(B|A_i) \) needs maximization. If the prior probabilities of the classes are not identified, then it is usually anticipated that the probability of the classes are all equal, that is, \( P(A_1) = P(A_2) = \cdots = P(A_m) \), and which therefore maximizes \( P(B|A_i) \). Otherwise, \( P(B|A_i)p(A_i) \) is maximized.

**Step 4:** For a data set with many attributes, the computational expense will become very large to compute \( P(B|A_i) \). For this, the naïve assumption of class conditional independence is introduced. This presumes that if the class label of the tuple is given, the values of the attributes are conditionally independent of one another. Thus,

\[ P(B|A_i) = \prod_{k=1}^{n} P(B_k|A_i) = P(B_1|A_i) \cdot P(B_2|A_i) \cdots \cdots \cdot P(B_n|A_i) \]

Advantages:
- Easy construction, no complicated iterative parameter, fast and easy training, robust against noise.
- Naïve Bayesian classifier simplifies the computations. Highly scalable.

Disadvantages:
- Lack of available probability data [29].
- In naïve Bayes approach, it is assumed that the data attributes are conditionally autonomous, which is not right all the time [29].

5.8 k-Nearest Neighbor

[30] The k-Nearest Neighbor algorithm (k-NN algorithm) is the simplest, nonparametric classification techniques. It is a simple algorithm that stores all available cases (training examples) and classifies new cases (test examples) based on a similarity measure in the feature space. It uses Euclidean distance as a distance metric. The training examples are associated with a class label. In the training phase, only the feature vectors (which defined the training examples) and class labels of the training data are stored. Similarity based search is used in this algorithm to discover the optimal hypothesis function.

An object is categorized by the majority vote of its neighbors. For classification, it computes the approximate distances between the new case (an unlabeled vector) and different
points on the input vectors and then the test data is allotted to the class most common amongst its k nearest neighbors. If k=1, then the object, without any doubt, is assigned to the class of its nearest neighbor. Large prediction time is needed if the value of K is large [31]. It is kind of a lazy learning in which the function is only estimated locally. All calculation is also postponed until the classification is done.

Advantages:
- Simple implementation, use of local information, highly adaptive behavior.
- Very comfortable in parallel implementations.

Disadvantages:
- Requires large and efficient storage for implementation of parallel hardware. Hence expensive.
- All the training samples are evaluated for classification and the performance is entirely dependent on the training set, which results in a very complex calculation.

5.9 EM Clustering
[32] The EM (Expectation-Maximization) algorithm is an extension of K-Means in which the job is to assign an object to the cluster to which it is similar. This clustering is done by calculating the mean of cluster. It is a refinement algorithm that is recursive in nature and can be beneficial for finding the estimation of parameter. It is particularly used when the label of an object is missing.

Basic approach to clustering is extended by the EM algorithm in the following two ways:
- Rather than assigning objects to clusters for maximizing the variances in means, the algorithm calculates the probabilities of cluster memberships. Then the clustering algorithm maximizes the overall probability, given the clusters. [33]
- Contrasting with the general application of k-means algorithm, EM algorithm can work on both continuous and definite variables.

The EM algorithm mainly deals with the missing labels by alternating between two steps:
2. Maximization step (M step): Fix missing labels (or a distribution over the missing labels) and find new parameters for the model to maximize the expected log-probability of the data.

Advantages:
- The ability to simultaneously optimize a large number of variables
- The ability to find good estimates for any missing information in your data at the same time

Disadvantages:
- Slow convergence

5.10 Genetic Algorithm
[1, 2, 3] Genetic algorithm is mainly based on the principles of evolution and natural selection. After converting a specific problem into a model, it evolves the chromosomes using selection, recombination, and mutation operators. To feign the natural reproduction and mutation of species, two basic operators, crossover and mutation, are used during evaluation. It can be used to evolve some general rules for network traffic data. To segregate normal network connections from abnormal connections, these rules are used. These abnormal or anomalous connections refer to events which possess a pretty good possibility of intrusions. The rules that are stored in the rule base are usually of the following form:

\[ \text{if} \{ \text{condition} \} \text{ then } \{ \text{act} \} \]

which means if some specific conditions (like source IP address, destination IP address etc.) matches with any current network connection, that will be considered as malicious and necessary actions should be taken according to the rule base which may include stopping the establishment of connection, denial of the request for any service by that network etc.

The eventual reason of using GA is to generate rules that can detect anomaly. So as to fully feat the apprehensive level, all the fields of a network connection need to be examined properly.

Advantages:
- Provide multiple solutions for the problems.

Disadvantages:
- Slow convergence

5.11 C4.5 Decision Tree
[34, 35, 36] Decision trees are one of the most popular learning method which is supervised in nature. It partitions the data with same properties into groups and these groups are kept as analogous as possible. It takes a set of classified data as input, executes the algorithm on that and provides a tree as output where each leaf can be expressed as a decision and each intermediate node epitomizes a test.

C4.5 Algorithm: Entropy is used to measure the amount of uncertainty. The entropy will be zero if all of the data in the set resides in a single class. C4.5 algorithm works in the following three steps:

Step 1: Constructing a decision tree
Create a root node N:
- If T be a member of the same class C, then N will be returned as a leaf node, and it will be marked as class C.
- If the remnants sample of T is less than a specified value or attribute-list is null, then N will be returned as a leaf node, and will be marked as a category that appears most repeatedly.
- For each attribute, calculate its information gain ratio in the attribute list.

The Gain Ratio can be defined as-

\[ \text{Gain}(A) = \text{Info}(T) - \frac{\text{SplitInfo}_A(T)}{\sum_{j=1}^{k} \frac{|T_j|}{|T|} \times \text{Info}(T)} \]

The information gain is defined based on the splitting criterion. The Split Information can be defined as-

\[ \text{SplitInfo}_A(T) = \sum_{j=1}^{k} \frac{|T_j|}{|T|} \times \text{Info}(T) \]

The split information is potential information generated by splitting the training data set T; it gives positive results to most of the applications.
Step 2: Then every possible path from root to leaf node gives a new rule which can be expressed as the conjunction of the attributes and their values. This way, a decision tree can be transferred into if-then statement very easily.

Step 3: Determine the behavior of the new networks by determining whether it is an intrusion or not according to classification rules.

Advantages

- Both discrete and continuous attributes can be handled by C4.5. Indication of missing values is also possible by using “?” sign.

Disadvantages

- Over fitting generally occurs if the algorithm model works on data with infrequent features. Susceptible to noise.

6. CONCLUSION

Data mining techniques are extensively used recently for intrusion detection now-a-days, to decrease the great encumbrance of analyzing huge volumes of network traffic. Achieving high detection rate and reducing false alarm rates are the significant challenges in designing an intrusion detection system. With an intention to address these issues, this paper provides an empirical study of a detailed overview of Intrusion Detection System as well as brief explanations of some selected data mining approaches available for network intrusion detection. These techniques work very well for IDS but not even a single technique can identify all types of attacks. Also as data mining is still in a developing state, more study and research needs to be done and more effort is needed to improve the performance of these techniques or invention of more new hybrid techniques to identify all types of attacks.
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