An Elegant Perturbation Iteration Algorithm for the Lane-Emden Equation
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ABSTRACT

An all new technique has been devised to solve non-linear Lane-Emden type equations. This novel technique is based on the Perturbation Iteration Algorithm. In this paper, a few examples are presented for the illustration of the power and wide usability of the proposed method. Moreover, a compare and contrast with the actual solution is provided. It has been evaluated that by employment of this method, the construction of perturbation solutions converging swiftly to the true solutions usually becomes easy, by giving us room to exactly demonstrate how $\epsilon$-terms influence linearized equations. This swift convergence of the method gives solutions that are accurate quantitatively through relatively little iteration.
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1. INTRODUCTION

The Lane-Emden type equations are non-linear differential equations exist on a semi-infinite domain; the former lie under the category of singular initial value problems. These types of equations discuss the variation of temperature in a gas cloud of spherical shape taking into account the mutual attraction between molecules and conditional on the laws of classical thermodynamics. The polytropic theory of stars essentially emerges from thermodynamic considerations that take into account the issue of energy transport, by considering the transfer of material among different stages of the star. The Lane-Emden type equations are the main equations in stellar structure’s theory and have consequently been the subject of a great number of papers. The Lane-Emden equation is generally presented as:

$$y''(x) + \frac{m}{x} y'(x) + f(x, y) = g(x); \quad 0 < x \leq 1; \quad m \geq 0 \quad (1)$$

with the initial conditions $y(0) = A$ and $y'(0) = B$; where $f(x, y)$ is a continuous real-value function and $g(x)$ is an analytical function. Eq. (1) was employed to demonstrate multiple types of phenomena in physics, mathematics, and astrophysics; including the thermal behavior of a spherical cloud of gas, the theory of stellar structure, isotothermal gas sphere, and the theory of thermonic currents [4,21]. The solution of the Lane-Emden type, and of all those corresponding to a variety of non-linear problems in quantum mechanics, becomes difficult numerically because there being a singular point at the origin. Bender et al. [2] introduced an entirely new perturbation technique based on an artificial parameter $\delta$; this technique is also referred to as the $\delta$-method. El Gebely and O’Regan [5] used the quasi linearization approach to solve the Lane-Emden type equations. The technique reckons the solution of a non-linear differential equation by taking into account the non-linear terms as a perturbation close to the linear ones. It is different from other perturbation theories as it does not rely on the presence of a small parameter. Numerical solutions to the problems under question were introduced by authors of [22,24] by using the Adomian method which offers solution in the form of convergent series. Nouh [11] step up the convergence by employing an Euler-Abel transformation and Padé approximation on a power series solution of the Lane-Emden type equation. Mandelzweig and Tabakin [9] discussed Bellman and Kalaba’s quasi linearization method. While Ramos [19] made use of a piecewise linearization technique. Bozkrov and Giffi Martins [3] and later Momoniat and Harley [10] used the Lie Group method effectively to generalized Lane-Emden equations. Goenner and Havas [6] also investigate the exact solutions of generalized Lane-Emden equation of the first kind. Liao [8] explained solution of Lane-Emden equation by using the Homotopy Analysis Method. Ozis and Yıldırım [12,13] explored the solutions of Lane-Emden type equation by using Homotopy Perturbation and Variational Iteration Method. Parand et al. [15,18] put forward three numerical techniques to solve Lane-Emden. Their approach depended on the Rational Chebyshev, Rational Legendre Tau, and Hermite function collocation methods. He [7] obtained an approximate solution by applying a variational approach which employs a semi-inverse method. Ramos [20] introduced a series approach to the Lane-Emden equation and gave the comparison with Homotopy Perturbation Method.
In this research, Perturbation Iteration Algorithm will be introduced for analytical solution of Lane-Emden equation. In Section 2 of this paper, the Perturbation Iteration Algorithm for this type of equations is introduced. Then, in Section 3, the suggested method is applied to some Lane-Emden equations, and a comparison is made with existing exact or analytic solutions. Finally, a brief discussion with conclusion is presented in section 4.

2. PERTURBATION ITERATION ALGORITHM (PIA)

An iteration method novel in its ways, known as the “perturbation-iteration method” that differs from prior published iteration-perturbation methods, has been introduced recently Pakdemirli and Aksoy [14]. This technique uses a blend of Taylor series and perturbation expansions to build a scheme for iteration. Authors in [11] introduced a single correction term in the perturbation expansion and correction terms in the Taylor Series expansion for first derivatives only, i.e. n = 1, m = 1. The algorithm is labeled PIA(1, 1).

Let us take into consideration a general second order differential equation,

\[ G(y, y', y, \epsilon) = 0 \]  

with \( y = y(t) \) and \( \epsilon \) the perturbation parameter. Only one correction term is taken in the perturbation expansion

\[ y_{n+1} = y_n + \epsilon (y_n) \]  

Upon substitution of (3) into (2) and expanding in a Taylor series with \( y \) guess \( \pi \) that would then become a correction terms in place of a single one can be used in expansion in the case of a marginally more general algorithm, \( n \) correction terms in the Taylor Series expansion for first derivatives only, i.e. \( n = 1, m = 1 \). The algorithm is labeled PIA(1, 1).

Let us take into consideration a general second order differential equation,

\[ G(y, y', y, \epsilon) = 0 \]  

with \( y = y(t) \) and \( \epsilon \) the perturbation parameter. Only one correction term is taken in the perturbation expansion

\[ y_{n+1} = y_n + \epsilon (y_n) \]  

Upon substitution of (3) into (2) and expanding in a Taylor series with first derivatives only yields

\[ G(y_n, y_n', y_n, 0) + G_y(y_n, y_n', y_n, 0) \epsilon (y_n)_n + \]  

\[ G_{y'}(y_n, y_n', y_n, 0) \epsilon (y_n')_n + \]  

\[ G_{y''}(y_n, y_n', y_n, 0) \epsilon (y_n'')_n = 0 \]  

where \( G_y = \frac{\partial G}{\partial y}, G_{y'} = \frac{\partial G}{\partial y'}, G_{y''} = \frac{\partial G}{\partial y''}, G_\epsilon = \frac{\partial G}{\partial \epsilon} \). Reorganizing the Eq. (7) and simplification gives

\[ (y_n')_n + \frac{G_{y'}}{G_{y''}} (y_n)_n + \frac{G_{y''}}{G_{y''}} (y_n')_n = - \frac{G_\epsilon}{G_{y''}} \]  

Taking into account the fact that all derivatives are calculated at \( \epsilon = 0 \), it is easily determined that the given is a variable coefficient second order linear differential equation. Starting with an initial guess \( y_{i0} \), first \( (y_{i0})_n \) is computed from Eq. (5) and then replace into Eq. (2) to calculate \( y_{i1} \). The iteration process is then repeated using Eq. (5) and Eq. (6) until an acceptable result is found. Consider that in the case of a marginally more general algorithm, \( n \) number of correction terms in place of a single one can be used in expansion Eq. (3) that would then become a PIA(\( n, m \)) algorithm. More so, this algorithm can be generalized to a differential equation system encompassing derivatives of an arbitrary order. In this paper, however, authors of this paper only take into account a case \( n = m = 1 \) for simplicity’s sake as more algebra is used in the construction of iteration solutions for PIA(1, 2) and PIA(1, 3) as evaluated to PIA(1, 1). The percentage error, which will be calculated in next section, is defined as

\[ \% Error = \left| \frac{Exact Solution - Numerical Solution}{Exact Solution} \right| \times 100 \]  

Note that all computations pertaining to this paper have been conducted through the well-known symbolic software “Mathematica 9.0”

3. NUMERICAL EXAMPLES

In order to show the effectiveness of Perturbation Iteration Algorithm for solving the Lane-Emden equation, some numerical examples has been presented.

3.1 Example 1

Let look into the following non-linear Lane-Emden equation:

\[ u^{(n)} (x) + \frac{2}{x} u'(x) - (4x^2 + 6) u(x) = 0 \]  

subject to the initial conditions, \( u(0) = 1; u'(0) = 0 \), with exact solution \( u(x) = e^{x^2} \). Rewrite Eq. (7) in the following form

\[ F(u, u', u, x, \epsilon) = u^{(n)} + \frac{2}{x} u' - \epsilon (4x^2 + 6) u = 0 \]  

where \( \epsilon \) is an artificially introduced small parameter. Re-organizing the Eq. (5) yields:

\[ \% Error = \left| \frac{Exact Solution - Numerical Solution}{Exact Solution} \right| \times 100 \]  

Note that all computations pertaining to this paper have been conducted through the well-known symbolic software “Mathematica 9.0”
Percentage errors of Example 1 is shown in Table 1, which shows the convergence of proposed method.

### 3.2 Example 2

Let examine the following non-linear Lane-Emden equation:

\[ u''(x) + \frac{2}{x} u'(x) - u^n(x) = 0; \quad 0 < x \leq 1 \quad (10) \]

with initial conditions, \( u(0) = 1; \quad u'(0) = 0 \). Where \( n \geq 0 \)

Fig. 2. Comparison of solution obtained by PIA(1, 1) with exact solution of Example 2 (\( n = 1 \))

is constant. Substituting \( n = 0, 1 \) and \( 5 \) into Eq.\( 10 \) gives the following exact solution \( u(x) = 1 - \frac{x^2}{6}, u(x) = \frac{\sin x}{x} \) and

\[ u(x) = \left( 1 + \frac{x^2}{6} \right)^{\frac{1}{2}} \]

respectively. For \( n = 0 \), solve Eq.\( 10 \) by perturbation iteration method PIA(1, 1) with initial function \( u_{10} = 1 \).

Fig. 3. Comparison of solution obtained by PIA(1, 1) with exact solution of Example 2 (\( n = 5 \))

For this equation, one may find \( u_{11} = 1 - \frac{1}{6} x^2 \). The exact solu-

\[ x^2 \ddot{u} + 2x \dot{u}^c = -\frac{x^2 \ddot{u} - 2x \dot{u}}{\epsilon} + x^2 \quad (11) \]

For Eq.\( 11 \) to be solved numerically, it is convenient to use the following form:

\[ x^2 \ddot{u} + 2x \dot{u} = -\frac{x^2 \ddot{u}}{\epsilon} + \frac{2x \dot{u}}{\epsilon} \]

where \( \epsilon = 10^{-5} \).

For Eq.\( 11 \), one may find \( u_{11} = 1 - \frac{1}{6} x^2 \). The exact solu-

\[ x^2 \ddot{u} + 2x \dot{u}^c = -\frac{x^2 \ddot{u} - 2x \dot{u}}{\epsilon} + x^2 \quad (12) \]

In this example, the following terms has been obtained

\[ u_{11} = 1 - \frac{1}{6} x^2 \]

\[ u_{12} = 1 - \frac{1}{6} x^2 + \frac{1}{120} x^4 \]
Table 3. Percentage error of Example 2 (n = 5) with \( PIA(1,1) \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( % Error in u_{11} )</th>
<th>( % Error in u_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000000000</td>
<td>0.000000000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.000416204570</td>
<td>0.000000494130</td>
</tr>
<tr>
<td>0.2</td>
<td>0.000637257303</td>
<td>0.000003126286</td>
</tr>
<tr>
<td>0.3</td>
<td>0.003418083842</td>
<td>0.000349364222</td>
</tr>
<tr>
<td>0.4</td>
<td>0.010823121001</td>
<td>0.001911428877</td>
</tr>
<tr>
<td>0.5</td>
<td>0.025304192248</td>
<td>0.007047991035</td>
</tr>
<tr>
<td>0.6</td>
<td>0.051975070971</td>
<td>0.020196159557</td>
</tr>
<tr>
<td>0.7</td>
<td>0.095046649856</td>
<td>0.04853035984</td>
</tr>
<tr>
<td>0.8</td>
<td>1.598072888488</td>
<td>0.10234140120</td>
</tr>
<tr>
<td>0.9</td>
<td>2.519456680932</td>
<td>0.195069847030</td>
</tr>
<tr>
<td>1.0</td>
<td>3.774955135621</td>
<td>0.342893094855</td>
</tr>
</tbody>
</table>

\( \% \) Mean Error \( 0.887408809569 \) \( 0.06530720999 \)

\( u_{13} = 1 - \frac{1}{6} x^2 + \frac{1}{120} x^4 - \frac{1}{5040} x^6 \)

\( u_{14} = 1 - \frac{1}{6} x^2 + \frac{1}{120} x^4 - \frac{1}{5040} x^6 + \frac{1}{362880} x^8 \)

which is very close to exact solution. Percentage errors of Example 2 (for \( n = 2 \)) are shown in Table 2. For \( n = 5 \) in Eq. (10) and solve it by \( PIA(1,1) \), trial solution became \( u_{10} = 1 \).

\[ x^2 \ddot{u} + 2x \dot{u} = -\frac{x^2 \ddot{u} - 2x \dot{u}}{\epsilon} + x^2 u^5 \]  
(13)

Other approximation solutions are:

\[ u_{11} = 1 - \frac{1}{6} x^2 \]

\[ u_{12} = 1 - \frac{1}{6} x^2 + \frac{1}{24} x^4 - \frac{5}{756} x^6 + \frac{5}{7776} x^8 - \frac{1}{28512} x^{10} + \frac{1}{1213056} x^{12} \]

The required accuracy has been achieved easily in second iteration [see Table 3]

### 3.3 Example 3

Consider the following non-linear Lane-Emden equation:

\[ u^{''}(x) + \frac{8}{x} u^{'}(x) + xu(x) = x^5 - x^4 + 44x^2 - 30x; 0 < x \leq 1 \]  
(14)

Subject to the initial conditions, \( u(0) = 0; u'(0) = 0 \), having the analytical solution \( u(x) = x^4 - x^3 \). Then Eq. (14) takes the simplified form:

\[ x^2 \ddot{u} + 8x \dot{u} = -\frac{x^3 u + x^7 - x^6 + 44x^4 - 30x^3}{\epsilon} - x^2 \ddot{u} - 8x \dot{u} \]  
(15)

For the initial assumed function, one may take \( u_{10} = x^2 \). By using \( PIA(1,1) \), the approximate solution at each step is:

\[ u_{11} = -x^3 + x^4 - \frac{1}{60} x^5 - \frac{1}{78} x^6 + \frac{1}{98} x^7 \]

\[ u_{12} = -x^3 + x^4 + \frac{1}{7200} x^8 + \frac{1}{11232} x^9 - \frac{1}{16660} x^{10} \]

\[ u_{13} = -x^3 + x^4 - \frac{1}{1425600} x^{11} - \frac{1}{2560896} x^{12} + \frac{1}{4381600} x^{13} \]

\( u_{14} = -x^3 + x^4 + \frac{1}{14192640} x^{14} + \frac{1}{84595680} x^{15} - \frac{1}{159402880} x^{16} \]

which is very close to analytical solution. Table 4 shows that the Perturbation Iteration Algorithm solution is very near to the exact solution.

### 3.4 Example 4

Consider the following non-linear Lane-Emden equation:

\[ u^{''}(x) + \frac{2}{x} u^{'}(x) + u(x) = 6 + 12x + x^2 + x^3; x \geq 0 \]  
(16)

subject to the initial conditions, \( u(0) = 0; u'(0) = 0 \), which has the analytical solution \( u(x) = x^2 + x^3 \). Then Eq. (16) takes the simplified form:

\[ x^2 \ddot{u} + 2x \dot{u} = \frac{x^5 + x^4 + 12x^2 + 6x^2 - x^2 u}{\epsilon} \]  
(17)

For the initial trial function, one may take \( u_{10} = 0 \). By using \( PIA(1,1) \), the successive iterations are as follow. Remember that
Fig. 5. Comparison of solution obtained by PIA(1, 1) with exact solution of Example 4

<table>
<thead>
<tr>
<th>( x )</th>
<th>( % \text{Error in } u_{11} )</th>
<th>( % \text{Error in } u_{12} )</th>
<th>( % \text{Error in } u_{13} )</th>
<th>( % \text{Error in } u_{14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0030303030</td>
<td>0.0000000451</td>
<td>0.0000000006</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0222222222</td>
<td>0.0000158730</td>
<td>0.0000000070</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0692307692</td>
<td>0.0001126373</td>
<td>0.0000011126</td>
<td>0.0000000007</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1523809524</td>
<td>0.0003537415</td>
<td>0.0000077399</td>
<td>0.0000000093</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2777777778</td>
<td>0.0012400794</td>
<td>0.000344466</td>
<td>0.0000008652</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4500000000</td>
<td>0.0028928571</td>
<td>0.0001157142</td>
<td>0.0000003155</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6725490196</td>
<td>0.0058848039</td>
<td>0.0003203948</td>
<td>0.0000011893</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9481481482</td>
<td>0.0108359808</td>
<td>0.0007705584</td>
<td>0.0000037360</td>
</tr>
<tr>
<td>0.9</td>
<td>1.2789473684</td>
<td>0.0184990615</td>
<td>0.0016649154</td>
<td>0.0000102165</td>
</tr>
<tr>
<td>1.0</td>
<td>1.6666666667</td>
<td>0.0297619047</td>
<td>0.0033068783</td>
<td>0.0000250521</td>
</tr>
</tbody>
</table>

% Error 0.5037230206 0.0063343396 0.0000565621 0.0000003689

Table 5 shows that the Perturbation Iteration Algorithm solution is very close to the exact solution.

**3.5 Example 5**

Let us consider the following non-linear Lane-Emden equation:

\[
\begin{align*}
\frac{d^2 u}{dx^2} + 2 \frac{du}{dx} + 4 \left[ 2e^u + e^2 \right] &= 0; \quad 0 \leq x \leq 1 \\
\end{align*}
\]

subject to the initial conditions, \( u(0) = 0; \ u'(0) = 0 \); which has the following analytical solution \( u(x) = -2 \ln(1 + x^2) \). Then Eq. (18) takes the simplified form as

\[
\begin{align*}
x^2 \frac{d^2 u}{dx^2} + 2x \frac{du}{dx} &= -x^2 \frac{d^2 u}{dx^2} - 2x \frac{du}{dx} - x^2 \left[ u^5 \right] + 11u^4 \left[ \frac{1}{32} \right] + 17u^3 \left[ \frac{1}{12} \right] + \\
&+ 9u^2 \left[ \frac{1}{2} \right] + 10u + 12 \\
\end{align*}
\]

One may take \( u_{10} = 0 \), as initial test function. By using PIA(1, 1), the approximate solution at each steps is

\[
\begin{align*}
u_{11} &= -2x^2 \\
u_{12} &= -2x^2 + 3x^6 + \frac{17}{108}x^8 - \frac{1}{20}x^{10} + \frac{4}{195}x^{12} \\
\end{align*}
\]
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5. CONCLUSION

Table 6 shows that the Perturbation Iteration Algorithm solution is very near to the exact solution.

4. DISCUSSION OF RESULTS AND CONCLUSION

In this research paper, the Perturbation Iteration Algorithm is introduced in order to come up with solutions for the non-linear singular Lane-Emden equation. While the merits and demerits of PIA are still hazy, it proves to be a highly useful method. The Perturbation Iteration Algorithm with \( n = m = 1 \), i.e. PIA(1,1) is utilized to simplify the Lane-Emden equation. Perturbation Iteration Algorithm reduces Lane-Emden equation into a set of algebraic equations. Numerical examples demonstrate the authority and applicability of the method. The results have been compared to the analytical solution to study and assess their accuracy.
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