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ABSTRACT 
Design and implementation of a complicated real-time 

system, completely free of fault is difficult and fault 

tolerance methods require features which are not usually 

follow the characteristics of a real-time systems. To deal 

with this issue, an appropriate automatic classification 

system to detect and diagnosis faults in run time should be 

utilized. This fault detection system must be independent 

of main real-time system and based on the received 

information it controls the behavior of real-time system. 

Type and content of this information has a main role to 

monitor and control real-time system and must be selected 

in such a way to determine the overall system status in 

normal and abnormal conditions. In this paper, after  

briefly discuss the major types of faults that can be 

happened in real-time systems , different methods of fault 

detention and isolation in real-time system are studied and 

evaluated. 
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1. INTRODUCTION 
To detect, diagnose and correct classification, good 

understanding of system faults is required. For example to 

detect faults such as transient faults with different 

symptoms at different times, different control mechanisms 

should be applied. 

In an intelligent real-time systems, lack of enough 

knowledge to decide about fault, causing uncertainty 

output response. Uncertainty is an important issue 

avoiding efficient decision and even causes inappropriate 

decisions that generate different type of faults. If  these 

faults cannot be detected in an appropriate time  may cause 

failure.[3,12] On the other hand, since the domain of 

occurrence and definition of intelligent  real-time  systems 

is wider than the other systems[13,14], it is needed to 

diagnose fault by efficient and high reliability methods 

using suitable monitoring system. However it is not a 

simple achievement because in addition to common faults, 

there are specific faults to create different responses and 

feedbacks. Sometimes monitoring system detects the fault 

and only in some cases may take steps to correct the faults. 

Beside this structure, the fault detection system must not 

create  

overload for real-time system and not slowing system 

performance and raising other of faults.  

The inability of complex systems at a specified time to 

avoid failure has two reasons. The first is lack of enough 

suitable sensors in the system during operation and the 

second is inability of human users for quick analysis of 

raw data from the sensors to determine status of 

implemented systems.  

According to the importance of real-time intelligent 

systems in different areas of engineering sciences and their 

application in various fields in recent years, a deep survey 

on different methods of real time fault detection is 

required. In this paper after introduce the types of fault  in 

section 2 ,the methods of fault detection and isolation  in 

section 3 is classified and more describe in section5 , 

finally  in section 8  these methods are compared in 

different aspect. 

2. FAULT CLASSIFICATION IN 

INTELLIGENT REAL-TIME 

SYSTEMS 
The main factors of failures in real time systems are 

classified in 4 groups: the first group is developer faults at 

the stage of problem definition and developing the system 

including accuracy in definition of algorithm, determining 

hardware and software and accuracy in system 

architecture. The second group is fault in implementing 

system that is transforming of the specification and design 

to real hardware and software. The third group of faults is 

Hardware failures and unplanned system failures that can 

be happened due to damage of components such as 

sensors, triggers and etc. The forth group is environment 

factors such as noise. The noise is an important factor in 

occurrence of faults like transient fault in the real time 

system. [5] 

The scope of occurrence and definition of fault in 

intelligent real-time systems is wider and more 

complicated than other systems [5]. Some faults are 

occurred in all computer systems causing the failure in 

performance of system. These are software and hardware 

faults which are common among all computer systems.[8] 

Other types of faults have no impact on performance of 

system but causing delay in system. As a result, a proper 

work is done after a specified time [24, 25]. These faults 

are contributed to common intelligent real-time systems [2, 

14].Also, in these systems, there are new resources of 

faults due to lack of sufficient knowledge or weakness of 

programming language in translating problem solving 

knowledge into machine language which leads to 

uncertainty in the output response. According to the above, 

the existing fault and failure in these systems are more 

complicated than other computer systems [2, 3]. The faults 

in intelligent real-time systems are divided into three 

hardware faults, software faults and timing faults. 
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Hardware faults, specially are occurring in hardware and 

are divided into three groups: permanent, transient and 

periodic faults [12]. Permanent faults are occurred in 

hardware and will remain unless the defected component is 

changed .According to the type of hardware operation, 

sometimes or always or never are not lead to any defect. 

[17]Transient faults are occurred in a moment and will 

disappear immediately. This fault that is occurred in a brief 

moment, and possibly at the same time leads to the failure 

of system but after a few moments, the fault is disappeared 

that is common in digital system.[17]Periodic faults are 

occurred periodically in system and will be disappeared. 

These faults are caused by aging hardware and is the same 

in all systems .Software faults are caused by fault in logic 

algorithm due to developer faults in the design of 

algorithms and invalid inputs which are existed in the 

nature of algorithm logic or during implementation [14, 

10]. Invalid and incorrect inputs can be the cause of the 

fault resources in software system. Moreover , insufficient 

and uncertainly in problem solving knowledge, the 

limitations of knowledge representation language  and etc 

are the main causes of software faults in intelligent real-

time systems. Timing faults cause delay in system and 

make the desired result is not achieved within the specific 

time. This fault may be due to environmental noises which 

have a negative impact on timing parameters and causing 

delay in performance of system and increase response time 

of system.[9,5] 

3. DETECTION, DIAGNOSIS AND 

CLASSIFICATION OF FAULTS IN 

REAL-TIME SYSTEMS 
Many researches have been done on real-time systems and 

as limited, on intelligent real-time systems to innovate 

methods in order to guarantee the good performance and 

timing constraints [4, 25]. Despite, achieve to this purpose, 

for two main reasons seem very difficult. The first is that, 

these intelligent real-time systems are depends on external 

environment ,so the performance of them  depends on 

external environment. Since, predict the behavior of 

external environment is not  possible, the behavior of these 

systems is not predictable. The second reason is faults or 

errors which may be existed in design of intelligent real-

time system. In fact, due to specific condition in these 

systems, ability to fault diagnostic and check the all state 

of system status was very complicated and causing faults 

in the design process of intelligent real-time systems 

[23,26]. The above reasons allow researchers to suggest 

methods for detection, diagnosis and classification of fault 

in order to control intelligent real-time behavior of system 

which are  divided into 3 groups. [3, 5] a) Software 

monitor: In these methods, software is located beside 

intelligent real time systems to monitor it .b) Hardware 

monitor:  A separate hardware is installed beside the 

system to monitor it .c) Combined methods: Is composed 

of a software and hardware .Generally, three purposes 

must be considered in monitors design. [2, 5]1-Monitor 

must be separated from real-time intelligent system and 

have the minimum relation with it.2-Having the minimum 

delay in fault detection. In sensitive real-time intelligent 

systems, after occurring fault, the relating reaction must be 

done by a specified time.3-Overload due to monitoring 

system must be minimum, because the excessive delay of 

monitor on common source causing delay in real-time 

intelligent systems and the risk of delay increases. The 

most common method for detection, diagnosis and 

classification of fault and monitoring it in real-time 

intelligent system is using software to store, examine and 

analyzing specified behavior of real-time intelligent 

system and different fault detection. This process has two 

phases: The first is understanding event and includes 

detection the behavior of events during program execution 

implemented by software interrupts or entering commands 

in the code of real-time intelligent system program. In 

second phase that is called submit an event, information 

relating to event is gathered and stored based on 

predefined structure. Through this information the 

behavior of real-time intelligent system can be described. 

In case of how to use monitor information, the process of 

detection, diagnosis and classification is performed in two 

different levels:  

[5, 2]1- Process level: The events in this level are relating 

to process behavior, their relationship with each other and 

with operating system .For example relationship between 

processes and exchange of information on synchronicity. 

2- Functions level: The events occurring in function of 

process and among functions. For example, calling a 

function with other functions and variables return 

introduced in this level .Finally, each monitoring system 

generally consist of 4 subsystems and its operation is 

presented in 4 processes:1-Automation observation system 

2-Fault detection system 3-Fault diagnostic system           

4-Prediction system. [2, 21, 25]. There are two subsystems 

such as fault detection and fault diagnostic that control 

processes and environments permanently. Next step is 

evaluating fault that its purpose is detecting importance, 

status and the impact of fault on system performance to 

evaluate parameters such as cost, energy and etc. In final 

process, Faults must be corrected in order to reduce 

damage to system. In other words, system must present a 

proper response to deal with the occurred faults. [5, 27] 

In figure 1, the relationship between the terminologies 

used in the domain of this article applied in references is 

depicted. The prevalence of key and repeated words is 

shown in the form of a graph that its nodes show terms and 

the edges show the relationship between terms and 

frequency of their applications. This abundance is marked 

with numbered circles located on repeated edges. Since , 

this diagram is provided  based on 50 resources and on the 

other hand, these resources have applied  real-time system 

in different areas , so , application of the terminology 

associated with real-time systems are seen  in most of 

areas and as a result , talk about real-time fault detection is 

very important . Other terms used in this area are systems 

based on knowledge which as mentioned in section 5.2, 

different methods are used for fault detection.  
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Figure 1: Real-time fault detection taxonomy diagram . 

4. QOS DEFINITIONS 
Generally to evaluate Fault detection procedures in real-

time intelligent systems, there are qualitative and 

quantitative metric which are depending on specification 

of problem domain. So, to evaluate methods applied 

through quantitative method in papers, different metrics 

are applied and method compare criterion most have been 

based on qualitative metric. However, to confirm more 

excellent method, quantitative criterion comparison is 

considered. There are different methods in dealing with 

faults: State-based approach: In this method, diagnosis by 

verified system state at any time is calculated regardless of 

system behavior over time. Simulation-based approach: In 

this method, diagnosis is relying on temporary behavior of 

the system, how the system passes from one state to the 

next is calculated. Compile-based approach: In this 

method, model of a system includes temporary behavior of 

system. Before the online diagnosis is begun, it is 

compiled as off-line. [2, 10] 

To determine excellent criterions in terms of quantitative 

and qualitative, they must be separated. Model-based 

methods are divided into two quantitative and qualitative 

groups. [50, 30]Quantitative model methods apply 

mathematic models based on physical principles to model 

system. To achieve this purpose, the relationship between 

system variables and their mathematic model should be 

specified. By applying physical rules to describe system, 

differential equations relating to system process model and 

estimate system response according to appropriate inputs 

and compare them with real output of system can be  

achieved . Criterions such as: Estimated time to occurrence 
of fault conditions and failure states, the number of false 

diagnostic alarms, the time delay in detecting faults, 

diagnostic faults size, the accuracy of the measurement, 

the percentage of fault detection. Unlike quantitative 

modeling techniques, qualitative models use qualitative 

relations or knowledge base to analyze system and fault 

diagnostic. This means methods base on qualitative model 

use the result of qualitative relationships obtained from 

physical knowledge to model the system; meanwhile, a 

number of qualitative methods are obtained by the past 

inference of the data process. In contrast  the above 

methods that use the previous qualitative and quantitative 

knowledge for modeling system ,there is  the third method 

that is based on data-based modeling [50]. In this method, 

system behavior is modeled based on stored data in data 

base, applying statistical methods, decision tree, neural 

network and etc. The main purpose of this method is 

linking the input and output through mathematical rules. In 

these systems, qualitative criterions are used for 

comparison, criterions such as: initial fault detection, multi 

-fault detection, output response justification, 

compatibility, uncertainty control, real-time calculations 

requirements and reliability.  

5. DETECTION METHODS AND 

FAULT ASSESSMENT IN REAL-

TIME SYSTEMS 
Soft computing techniques, such as expert systems, neural 

networks, fuzzy logic, genetic algorithms, decision trees 

and  bayesian  network are used as fault detection 

techniques in fault detection and isolation system. The 

techniques for fault detection, deal with interpretation of 

signals ,sensor’s control signals ,discover the unusual 

items and modes , produce and creating hypotheses about 

the behavior of faults and their description. [28, 1] 

However, applying these methods solves a part of 

problems, but there are some difficulties. In this paper, 

presenting a comprehensive classification for real-time 

methods of fault detection in real time systems is tried. 

5.1 Classification of methods 
To classify different methods of fault detection, there are 

different criterions. From one perspective methods can be 

classified  base on knowledge or soft computing, with this 

point of view expert systems in the first category and other 

methods such as neural networks, fuzzy logic, genetic 

algorithms and combinational methods are placed in the 

second category. Since, fault detection in expert systems 

follows a heuristic process; this process is created based on 

rule- based methods. About genetic algorithm, since their 

nature is in such a way that not include in complicated 

system performance, so not examined. Fuzzy and bayesian 

systems in terms of how to deal with uncertainty are 

included in both groups. 

 

 

Figure 2 :Classification of real-time fault detection 

methods. 

5.2 Knowledge –based systems (symbolic 

intelligence) 
In these systems, system knowledge is separated from 

software controlling its application. In the simplest state, 

these systems are composed of two components: 

knowledge base and inference mechanism. 

Separating knowledge from control, make easier to gain 

new knowledge during the development of the program or 

even after gaining experience during the program. This 

feature for real-time intelligent systems means that , if the 

arrangement of system changes or new regulations 

imposed on them , knowledge  base  can be updated 

without need to amend the inference mechanism, while 

common programming method  is used, total program 
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needs to be amended due to integration of knowledge and 

inference mechanism[2,3]. Another useful characteristic of 

knowledge-based systems is the ability of justification for 

conclusions and also reasoning them that is important for 

understanding of human user. Model-based systems, rule-

based systems, decision tree, bayesian network, semantic 

network and fuzzy logic are examples of this system 

applied for fault detection, decision support in monitoring 

systems that are evaluated in following. 

5.2.1 Model-based systems 
These systems are based on cause and effect relationships. 

The model detection task is that when it received an 

abnormal behavior, it must specify that which fault is 

occurring. This work is done based on probability 

selection.  Generally, there are three potential applications 

for model-based systems:1-System monitors for 

observation and verify processes2-Finding a suspicious 

component and a preliminary diagnosis3-Confirmation or 

re-preparation of preliminary diagnosis by simulation. 

Model-based systems advantages include:1-A model to 

maintain, has lower cost than a rule base. Changes of real 

monde can be reflected in model changes easily. 2-Since 

sensors are treated like other components and a defect 

sensor can be obvious like other faults, this model doesn't 

need to search for verifying sensor status.3-Separation 

duty of all parts4-Model can simulate a physical system in 

order to detect, diagnose, classify or examine a hypothesis. 

Using model-based systems  in real-time system , even if a 

complete and exact model is exist, it has this disadvantage 

that it  only will work  in a linear and simple condition, 

while  real-time systems has a dynamic and non-linear 

nature.[30] 

5.2.2 Rule-based systems 
A rule-based system is based on knowledge that its 

knowledge base is presented in a form of a set of rules 

[29]. The simplest type of rule is based on " if then 

condition" relation, but this system does not have 

acceptable performance in some cases. Three reasons for 

non-performance of rule-based diagnosis include [29, 

21]:1-Uncertainties due to gathered data or self-modeling, 

so extracting direct results by help of rule is associated 

with misleading results. 

2-To create a full set of rule, for any possible fault, an 

expert person or knowledge engineer must predict a set of 

symptoms. This information may not be available because 

of faults that have never happened. 3-Effects are obtained 

through reading sensors and a large number of rules to 

detect a fault  alone is needed to verify sensor data for 

solidarity.4-Since, a set of rules can be developed 

suddenly, it can be obsolete immediately. Also, due to 

interdependence, updating rule base need to think more 

than new rule that can be easily done. In addition, 

expressing uncertain knowledge in rule-based knowledge 

base is very difficult. 

 

5.2.3 Semantic network 
This method is appropriate for small environments, 

information are presented as a set of nodes connected by 

labeled branches. To achieve this purpose, a directed graph 

is used. Each node introducing a concept or an object and 

each edge introducing a relationship between two nodes.  

Information which are significant for inference 

mechanism, in this network is (IS-a) and also has an 

inheritance relations. According to the limitations of graph, 

semantic network has the same limitations. Semantic 

network expresses a part of descriptive knowledge that has 

and certain knowledge .also this language explains a 

method to present knowledge about objects and their 

relationships. Data are reasoned in semantic network to 

create systems equipped with knowledge about that 

specific area.[31] 

The main advantage of semantic network in diagnosis 

process is its simple expression but also the restriction 

versus are as follow:1-Existing relation in semantic 

network graph having certain knowledge as a descriptive 

and binary relation and an edge only connects two nodes 

and uncertain knowledge causing lack of relation.  Lack of 

support in uncertain knowledge is considered as a 

limitation of this method in real-time systems. 2-The next 

problem in semantic network is inability in presenting n-

array relation ,To remove this defect the n-array relation 

must be converted to n binary relationship.3- Multiple 

inheritance relationship is another problem in semantic 

network. Whenever these features don't violate each other, 

multiple heritance is allowed. The best method to deal with 

this problem is predicting it while creating knowledge base 

and direct allocation of features to concepts while creating 

knowledge base. 

5.2.4 Decision tree 
Complicated systems usually use fault tree for analyzing 

faults. Analysis of fault tree considers possible causes of 

incorrect system performance and show suspected 

components of fault and faulty related modes [31].  

Diagnosis and decision is performed by expert individuals 

and not automatically. To automate this process, decision 

tree can be used.  Through this method, the concepts of 

fault tree are achieved and this algorithm is applied for 

online diagnosis of faults. In this way, knowledge and fault 

detection is shown as fault diagnosis rule. This tree is 

called fault tree. By moving from root to leaf, occurred 

fault can be diagnosed. Through this method, A real-time 

intelligent faults detection systems can be achieved. 

There are two types of fault tree: fixed decision fault tree 

created based on fault tree and dynamic decision fault tree 

created by data in a specific time.  This tree can diagnose 

unknown faults. 

5.2.5 Bayesian network 
Bayesian network is innovated by Tomas Bayesian. This 

technique is based on knowledge to diagnose faults or 

failures existed in different systems such as real-time 

systems. The Bayesian network is based on Bayesian rules 

in the conditional probabilities engineering, but its 

application is based on cause and effect. So any fault 

occurred in real-time system, has a main cause. A 

Bayesian network is composed of controlled acyclic graph 

and the conditional probability table.  This diagram is 

created by variable nodes and directed connections which 

show relationship between variables. Conditional 

probability tables of each variable quantity the relationship 

between variables [34]. The advantages of this network in 

fault detection in complex operation of real-time intelligent 

systems are expressed in brief as following: 

1-A Bayesian network creates reasoning by considering 

uncertainty through an approved and strong possible case, 

so, Bayesian network facilitates analysis of fault detection 

in operation or performance of real-time intelligent 

systems . 
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2-Bayesian network emphasizes on relationship between 

the nature of physical systems and it can simulate physical 

system behavior on model-based systems.  

3-If there is enough information for model, Bayesian 

network can identify the root cause of fault or mistake with 

high reliability. If available information is not enough, 

many estimated analysis is provided. 

4-new symptoms or relationship can be added to model 

easily without coercion of identify entire model. However 

Bayesian network is very power full in relationships of 

cause and effect and fault detection, but there are two main 

defects while employing in complicated real-time systems: 

First, the size of knowledge base in case of system 

exponentially growth is associated with complexity. This 

complexity reduces conclusions and its real-time ability. 

By increasing the number of sensors in order to increase of 

accuracy and enrichment of knowledge base, massive 

amounts of data are received with the help of monitoring 

system.  This massive data doesn’t allow the system to 

support specific real-time features.  

Secondly, when the system is greater and more complex, 

need for calculations are increased. It seems, these are 

most important factors that have reduced the practical 

performance of system. 

5.2.6 Detection, diagnosis and classification 

system based on expert system 
The first expert system for fault diagnosis for technical 

fault diagnostic was created in early years of 1970 in MIT 

University. Since then, many expert systems were 

designed and implemented [3, 35]. Early fault detection 

expert systems are rule-based and use experimental 

reasoning. Limitations of expert systems are expressed as 

following [35, 36]: 

1-The inability to display, presentation and correct 

expression of multi-timing and complex phenomena 

2-Knowledge Engineering difficult to gain knowledge 

from experts 

3-Knowledge Engineering difficult to ensure consistency 

in the knowledge base 

4-System inability in learning faults (understanding and 

identification). 

Rule-based approach has several weaknesses such as lack 

of generality, universality and lack of mobility in new 

status. The next expert systems are based on model and 

uses duty reasoning [32]. Fault detection real-time expert 

systems are considered as new research areas created by 

combination of quantitative and qualitative fault diagnostic 

methods. This combination makes possible analysis of 

information and knowledge about fault diagnostic system.  

One of the most important characteristics of on-line real-

time system is that, in addition to previous knowledge 

base, there is a knowledge base including all information 

about the current state of monitoring system. This 

information are received online from sensors. Knowledge 

base is changing and improving permanently. Response 

time is a topic and critical events for online expert systems 

and is very important. So, calculations and fault diagnostic 

must be done in a specified time to detect and control fault 

on suitable time .expert system includes interfaces with the 

external environment for internal data collection. 

Whenever data have a low validity due to instability and 

variability of time or sensor performance, system must 

identify it and process data correctly. however knowledge-

based techniques  are appropriate  for calculations  and 

symbolic processes , but numerical calculations  has a 

main role  in supplying and  providing  a part of 

information for decision making  that are not presented in 

this study .  

6. COMPUTATIONAL 

INTELLIGENCE 
Computational intelligence in introducing knowledge is 

known as a part of soft computational methods including 

neural networks, genetic algorithm and other optimization 

techniques. Fuzzy logic and Bayesian systems to deal with 

uncertainty are included in both knowledge-based system 

and computational intelligence [1, 3] 

Genetic algorithm and other the same optimization 

algorithm are not included in fault detection methods and 

prediction in complex systems. In other word, neural 

networks for classification, non-linear estimation and etc 

are used. So, neural networks are more appropriate than 

optimized algorithms for implementing in intelligent 

detection, diagnosis and classification systems. So, in this 

section, neural network techniques are expressed briefly 

[1, 3]. 

6.1 Neural networks 
Artificial neural networks are composed of computing 

non-linear components which are network nodes or neural 

neurons. Neural networks provide a useful technique for 

determining variables that not measured easily. 

Measurable variables identify network entrance and output 

unknown variables [6]. In the range of intelligent real-time 

system performance, this matter means that, measurable 

variables of numbers are read by sensors and unknown 

variables show status of suitable components in detection, 

diagnosis and classification system. This method  is 

practical and useful early fault detections[3]. 

The ability of these networks is learning previous system 

data to model it. Neural network models need only basic 

information about physical characteristics of systems. 

Neural networks are used for fault detection and fault 

diagnostic for two purpose: 1-modelling system                  

2-classification that presented in articles as three modes 

[35]. In the first method, neural network is applied to 

classify normal and abnormal condition by using system 

process output. Learning neural network can perform on-

line or off-line. In the second method, neural network 

applies a classifieds to separate faults relating to the 

difference between process output and process model, And 

Process model can be qualitative or quantitative. In the 

third method, a neural network  applied to model process 

and classifieds. 

Using neural network techniques in detection, diagnosis 

and classification system show two main advantages: 

1-Neural network is able to produce an approximate 

solution even by receiving incomplete or distorted data.  

2-Any neural neuron implements its calculations 

independent of other neural neurons except that, outputs of 

some neural neurons may compose inputs for other 

neurons. Neural networks have a high parallel structure to 

discover many fault resources simultaneously. This 
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parallelism enables neural networks to use parallel 

processing computers.   

There are two major drawbacks in neural networks: 

1-Performance domain of intelligent real time systems 

needs good understanding of users about events and their 

causes. Inputs and outputs of the neural network are visible 

to users but weights in the relationship between the 

intermediate layer is uncertain. This obscurity is not able 

to specify system logic and also, neural network is not able 

to describe reasons logically.  

2-To achieve neural network models with reliability and 

high accuracy in complex system such as real-time 

intelligent systems, neural network requires to be educated 

by a massive amounts of input and output data. In complex 

systems, previous data have not enough detail about faults 

and their symptoms. So, design of neural networks for 

detection, diagnosis and classification systems through 

available data is very difficult. Accordingly , neural 

networks  are not able to explain logic and instructions, 

then , proving the accuracy of results is very difficult , 

because ,on many issues , balanced weights  are not 

interpretable  so the logic hidden behind  decision  is not 

clear . Neural network computing needs high amount of 

data for training and testing model. In general, neural 

networks have no efficiency for some problems, for 

example, artificial neural network is not appropriate to 

solve problems and processing data by reasoning method 

[1, 35]. 

6.2 Fuzzy logic 
Mr. Lotfi presented fuzzy logic [32]. This theory is a 

method to administrate uncertainty due to the ambiguity of 

language. Fuzzy modeling is a method to model non-linear 

and uncertain systems. Modeling system by fuzzy method 

is based on our understanding of system behavior and base 

on rules. These rules and membership degree functions in 

fuzzy systems can model non-linear behaviors of system 

very well. Also, fuzzy model can be created by the data.  

These techniques will facilitate the extraction of 

knowledge from the expert problem domain [33]. The fault 

occurred in system shows the difference between estimated 

output signal by a system model and real output signal that 

must be evaluated. this difference can be expressed by 

Language variables in fuzzy logic .so the difference   can 

be evaluated  by inferring  these variables and rule base  

,As a result  evaluation of fault, is a logic decision  process 

converts  quantitative  knowledge to  qualitative terms 

[33]. This conversion is performed by fuzzy concepts in 

three phases: 

1-checking remaining signs 2-fuzzification 3- Inference 

and finally defuzzification 

Fuzzy logic is applied in different parts of a detection, 

diagnosis and classification system. In the first step, a 

system process can  be modeled by the above method as 

qualitatively. Also, to express uncertainty, differences are 

evaluated by fuzzy logic and present by language 

variables. Finally, the existing knowledge of occurred fault 

system is classified through these differences and fuzzy 

inference [33]. 

Uncertainty fuzzy sets are expressed by introducing 

behavioral membership functions whose values are 

between 0, 1 according to membership degree from ‘non-

member ‘to ' full member ‘. Fuzzy logic systems having 

the most rules –based defects of systems, however it is 

trying to solve uncertainty in knowledge [32]. 

7. HYBRID METHODS 
In this method, a combination of each mentioned methods  

for identification and fault detection is used  

8. COMPARE METHODS 
As mentioned above, in section 4, the studied methods are 

classified in qualitative and data models. So, their 

comparison in terms of qualitative criterions is more 

common than quantitative factors. The following table 

presents a qualitative comparison of the methods that 

expressed in the previous sections: 

Table 1: Comparison of real-time fault detection 

methods 

 

9. CONCLUSION 
In this paper, detection, diagnosis and classification 

methods of real-time fault detection were evaluated.  

Since, identifying the behavior and the proper functioning 

of real-time intelligent systems to deal with faults is very 

important. It is needed to present a comprehensive research 

in this field to understand experiences and architectures 

provided by researchers in different studies. Despite the 

extent topic of faults and its detection in engineering 

fields, still, a general method has not been presented for 

adding the capability of detection, diagnosis and 

classification of fault in real time system. Although some 

researches have presented specific solutions.  

10. REFERENCES 
[1] M. Witaczak, “Advances in Model–base Fault 

Diagnosis With Evolutionary Algorithms and Neural 

Network”, International Journal of Applied 

Mathematics and Computer Science, vol.16, no. 1, 

Mar. 2006, p. 85–99. 

[2] R. Micalizio, “On-line Monitoring and Diagnosis of a 

Multi-Agent System: a Model-Based Approach”, 

Doctoral Dissertation, Dep. Of Informatics, Univ. 

Torino, Italy, 2007. 

[3] K. Wang, Intelligent Condition Monitoring and 

Diagnosis Systems (A Computational Intelligence 

Approach), Dep. Production and Quality Engineering, 

Univ. Norwegian, Norway,Ohmsha, IOS Press, 2003. 

[4] A. M. Whelan, “An Intelligent Real-Time System 

Architecture Implemented in ADA”, Master of 

Science Thesis, Ins. Air Force, Univ. Air Technology, 

1992. 

[5] M. A. Aborizka, “An Architectural Framework for 

the Specification, Analysis and Design of Intelligent 

Real-time Monitoring Agent-based Software 

Systems”, Doctoral Dissertation, Dep. 



International Journal of Computer Applications (0975 – 8887) 

Volume 134 – No.6, January 2016 

14 

Electrical and Computer Engineering, Univ. Alabama 

in Huntsville, 2002. 

[6] C. Wang, L. Xu and W. Pong, “Conceptual Design of 

Remote Monitoring and Fault Diagnosis Systems”, 

Information Systems, Nov. 2007, pp. 996–1004. 

[7] C. Ündey, E. Tatara And A. Çınar, “Intelligent Real-

time Performance Monitoring and Quality Prediction 

for Batch/fed-batch Cultivations”, Journal of 

Biotechnology, Feb. 2004, pp. 61–77. 

[8] E. Coskun And M. Grabowski, “An Interdisciplinary 

Model of Complexity in Embedded Intelligent Real-

time Systems”, Information and Software 

Technology, Aug. 2001, pp. 527-537. 

[9] I. J. Bate, “Scheduling and Timing Analysis for 

Safety Critical Real-Time Systems”, Doctoral 

Dissertation, Dep. Computer Science, Univ. York, 

York, 1999. 

[10] R. Micalizio, “On-line Monitoring and Diagnosis of a 

Team of Service Robots: a Model-based Approach”, 

AI Communications, Dec. 2006, pp.313–349. 

[11] M. M. El Emary, A. Al Ahliyya, and A. Balqa, “Fault 

Detection of Computer Communication Networks 

Using an Expert System”, American Journal of 

Applied Sciences, vol. 2, no. 10,2005, pp. 1407-1411. 

[12] C. B. Yeh, “Design considerations in Boeing 777 fly-

by-wire computers”, Proc. 3th IEEE High-Assurance 

Systems Engineering Sym. (HASE 98), Washington 

DC, 1998, pp.64-73. 

[13] A. Burns and A. J. Wellings, Real-Time Systems and 

Programming Languages, 3rd edition, Addison-

Wesley, 2001. 

[14] E. Coskun And M. Grabowski, “Software Complexity 

and its Impact in Embedded Intelligent Real-time 

Systems”, The Journal of Systems and Software, Dec. 

2005, pp. 128-145. 

[15] I. Broster, “Distributed Real-time Safety-critical 

Control Systems”, dissertation, Dep. Computer 

Science, Univ. York, York, 2000. 

[16] j. Rushby, “Critical System Properties: Survey and 

Taxonomy”, Technical Report CSL-93-01, SRI 

International, Feb. 1994. 

[17] A.Avizˇienis, J.C. Laprie and B. Randell, 

“Fundamental Concepts of Computer System 

Dependability”, Technological Challenge of 

Dependable Robots in Human Environments – Seoul, 

Korea, May, 2001. 

[18] M. Ruusunen and M. Paavola, “Quality Monitoring 

and Fault Detection in an Automated Manufacturing 

System - a Soft Computing Approach”, Control 

Engineering Laboratory, Dep.Process and 

Environmental Engineering, Univ. University of 

Oulu, 2002. 

[19] N. Kandasemy, J.P. Hayes2, B.T. Murray, 

“Dependable Communication Synthesis for 

Distributed Embedded Systems”, Proc. Int’l Conf. 

Computer Safety, Reliability & Security 

(SAFECOMP 2003). 

[20] j. c. Laprie, Dependability: Basic Concepts and 

Terminology, volume 5 of Dependable Computing 

and Fault-Tolerant Systems. Springer-Verlag, 1992. 

[21] C. Angeli, “On-Line Fault Detection Techniques for 

Technical Systems”, International Journal of 

Computer Science & Applications, vol. I, no. 1, Sep. 

2004, pp. 12-30. 

[22] H. Kopetz, “Real-time systems: Design principles for 

distributed embedded applications”, Computers & 

Mathematics with Applications, vol. 34, no. 10, Nov. 

1997, p. 142. 

[23] Ukpong, “Real-time intelligent monitoring and 

diagnostic system for a cnc turret lathe in a 

production environment using multi-sensing and 

neural network”, Doctoral Dissertation, University of 

Missouri – Rolla,1998. 

[24] S. J. Albus and J. A. Barbera, “A cognitive 

architecture for intelligent multi-agent systems”, 

Annual Reviews in Control, 2005, pp 87–99. 

[25] P. J. Mosterman and G. Biswas, “Monitoring, 

prediction and fault isolation in dynamic physical 

systems”, in AAAI-97 Proceedings, 1997, pp. 100-

105. 

[26] Y. Kato and T. Mukai, “A real-time intelligent gas 

sensor system using a nonlinear dynamic response”, 

Sensors and Actuators B: Chemical, vol. 120, no. 2, 

Jan. 2007, pp. 514-520. 

[27] Iqbal, N. He, L. Li, and N. U. Dar, “A fuzzy expert 

system for optimizing parameters and predicting 

performance measures in hard-milling process”, 

Expert Systems with Applications:An International 

Journal, vol. 32 , no. 4, May 2007, pp. 1020-1027. 

[28] S. C. Tan, C. P. Lim, and M. V. C. Rao, “A hybrid 

neural network model for rule generation and its 

application to process fault detection and diagnosis”, 

Engineering Applications of Artificial Intelligence, 

vol. 20, no. 2, Mar. 2007, pp. 203-213. 

[29] Nikolopoulos, Expert Systems, Introduction to first 

and second Generation and Hybrid Knowledge Based 

Systems. New York, US: Marcel Dekker Inc., 1997. 

[30] V. Venkatasubramanian, R. Rengaswamy, K. Yin, 

and S. N. Kavuri, “A review of process fault detection 

and diagnosis: Part I: Quantitative model-based 

methods”, Computers & Chemical Engineering, vol. 

27, no. 3, Mar. 2003, pp. 293-311. 

[31] Lee, R. L. Alena, and P. Robinson, “Two Trees: 

Migrating Fault Trees to Decision Trees for Real 

Time Fault Detection on International Space Station”, 

NASA Ames Research Center , Technical Report, 

2004. 

[32] L. A. Zadeh, “Fuzzy Logic and Approximate 

Reasoning”, Synthese, vol. 30, no. 3-4, Dec. 2004, pp. 

407-428. 

[33] M. K.O. Scielny and M. Syfert, “Fuzzy diagnostic 

reasoning that takes into account the uncertainty of 

the relation between faults and symptoms”, 

International Journal of Applied Mathematics and 

Computer Science, vol. 16, no. 1, Mar. 2006, pp. 27-

35. 



International Journal of Computer Applications (0975 – 8887) 

Volume 134 – No.6, January 2016 

15 

[34] F. V. Jensen, S. L. Lauritzen, and K. G. Olesen, 

“Bayesian updating in causal probabilistic networks 

by local computations”, Computational Statistics 

Quarterly, vol. 5, no. 4, pp. 269-282, 1990. 

[35] Angeli and D. Atherton, “A Model-Based Method for 

an Online Diagnostic Knowledge-Based System”, 

Expert Systems, vol. 18, no. 3, Jul. 2001, pp. 150-

158. 

[36] T. Mikaelian, B. C. Williams, and M. Sachenbacher, 

“Model-based monitoring and diagnosis of systems 

with software-extended behavior”, in Aaai 

Conference On Artificial Intelligence, Pennsylvania, 

2005, pp. 327-333. 

[37] C. Angeli and A. Chatzinikolaou, “On-Line Fault 

Detection Techniques for Technical Systems: A 

Survey”, International Jornal of Computer Science & 

Applications, vol. 1, no. 1,2004, pp. 12-30. 

[38] X. Zheng, Z. Wang, F. Qian, “An Expert System for 

Real-time Fault Diagnosis and Its Application in PTA 

Process”, Proc. IEEE Sixth World Congress on 

Intelligent Control and Automation, WCICA 2006, 

2006, pp. 5623-5627. 

[39] M. Witczak, “Identification and fault detection of 

non-linear dynamic systems”, Lecture Notes in 

Control and Computer Science, vol. 1, 2003, p. 124. 

[40] Agarwal, Deepshikha, and Nand Kishor. "An 

approach to real-time fault detection in health 

monitoring of offshore wind-farms." Wireless and 

Mobile, 2014 IEEE Asia Pacific Conference on. 

IEEE, 2014 

[41] He, Hongbo, et al. "Real-time fault detection for solar 

hot water systems using adaptive resonance theory 

neural networks." ASME 2011 5th International 

Conference on Energy Sustainability. American 

Society of Mechanical Engineers, 2011 

[42] Guo, Meng, Dimos V. Dimarogonas, and Karl Henrik 

Johansson. "Distributed real-time fault detection and 

isolation for cooperative multi-agent systems." 

American Control Conference (ACC), 2012. IEEE, 

2012 

[43] Baggiani, F. and Marsili-Libelli, S. Real-time fault 

detection and isolation in biological wastewater 

treatment plants. Water Science and Technology, 

60(11), 2949-2961. . (2009).  

[44] Lee, Hanmin, Steve Snyder, and Naira Hovakimyan. 

"An Adaptive Unknown Input Observer for Fault 

Detection and Isolation of Aircraft Actuator Faults." 

(2014).  

[45] Hwang, Inseok, et al. “A survey of fault detection, 

isolation, and reconfiguration methods.” Control 

Systems Technology, IEEE Transactions on 18.3 

(2010): 636-653.  

[46] Leite, D. F., et al. "Real-time model-based fault 

detection and diagnosis for alternators and induction 

motors." Electric Machines & Drives Conference, 

2007. IEMDC'07. IEEE International. Vol. 1. IEEE, 

2007  

[47] Kirubarajan, Thiagalingam, et al. “Fault detection 

algorithms for real-time diagnosis in large-scale 

systems.” Aerospace/Defense Sensing, Simulation, 

and Controls. International Society for Optics and 

Photonics, 2001 

[48] Sait, Abdulrahman S. “Real-Time Condition 

Monitoring and Fault Diagnosis of Gear Train 

Systems Using Instantaneous Angular Speed (IAS) 

Analysis.” (2013). 

[49] Oh, Sukjoon. "a review of real-time fault detection & 

diagnostics (fdd), real-time commissioning, real-time 

m&v, and bulding automation system (bas)/energy 

management & control system (emcs)." (2014). 

[50] V. Venkatasubramanian, R. RengaswamyE-mail The 

Corresponding Author, and S. N. Kavuri,“A review of 

process fault detection and diagnosis: Part II: 

Qualitative models and search strategies”, Computers 

& Chemical Engineering, vol. 27, no. 3, Mar. 2003, 

pp. 313-326.  

 

IJCATM : www.ijcaonline.org 


