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ABSTRACT
Improving response time is considered a fundamental objective in interactive environments. CPU scheduling aimed mainly to optimize the response time by minimizing its average in order to attain faster responses to users’ requests. However, for interactive systems, reasonable and predictable services are more preferred than faster responses but highly variable. Delivering service in a timely manner at less variable response time is an issue that has been addressed in this paper. A goal programming (GP) model is proposed to perform CPU scheduling at minimum variance and low response time. The GP method determines the optimal process in the ready queue that best minimizes the variance to be executed first. A simulation system that can generate varied scheduling situations was developed and several tests were conducted. The performance of the proposed GP scheduling method is measured and compared to the other related scheduling methods. The evaluation results show that the GP scheduling method can provide predictable and reasonable service and it performs scheduling at minimum variance and lower response time. The GP method outperforms the other related methods with varying degrees.
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1. INTRODUCTION
Interactive computer systems such as timesharing and servers enable their users to communicate directly with the system; users give instructions and wait for a fast response which is considered a good service [1]. Responsive operations are desirable in such environment where timing violations decrease the provided quality of service (QoS) [2]. Accordingly, a method for ensuring reasonable response time is required [3]. Providing reasonable responses to users’ requests is carried out by the operating system (OS) [4]. While swapping and using virtual memory can contribute to attain reasonable response time [3], CPU scheduling is fundamental in improving several desirable performance attributes such as response time [5]. CPU scheduling decides which process from among ready processes that are simultaneously available in the memory will run first [6].

One important goal that scheduling attempts to achieve in interactive systems is to improve the response time and run interactive applications timely [7]. Improving response time is an important and a primary objective adopted in the field of [8], [9], and in computer performance in general [10]. Improving response time has long been taken into consideration in the performance of interactive systems [11].

Providing low response time, and providing predictable and reasonable response time are two important performance attributes that can help optimize response time in interactive systems [12]. In optimal system design, the response time can be best optimized by achieving both performance attributes [13]. Minimizing the average of response time can help provide low response time [14], while minimizing the variance in the response time can help provide predictable and reasonable response time [1]. However, Response time has been mainly optimized by minimizing the average [15]-[21], [8] or the maximum response time [22]-[24] rather than the variance. Performing CPU scheduling at minimum variance is a concern that has not been addressed yet [1], [25], [26].

In fact, the variability or variance in the response time that is received by users can indicate predictable and reasonable response time [1], [12], [27], [28], and can be a fairness measure among the users [29]. That is, the less variance there is in the response time, the more reasonable and predictable response time and service users can get. Wierman and Harchol-Balter [25] denote that providing predictable response time has become an important requirement for many modern application designs. Silberschatz et al. [1] state in their operating systems text “A system with reasonable and predictable response time may be considered more desirable than a system that is faster on the average, but is highly variable.” and “... for interactive systems, it is more important to minimize the variance in the response time than it is to minimize the average response time.”. Usually, it is more preferred for users to receive reasonable and predictable response time than optimal response time on average [30]. The reason is that variable responses can frustrate users more than the large average response time can [12].

However, optimizing response time by minimizing measures other than variance in the response time may not necessarily indicate that all users get good service [13], [30], and cannot guarantee fairness or QoS among users [12], [31]. Some processes may get a priority at the expense of others [22] e.g. smaller processes may be preferred for execution over larger ones [25], [31]. Highly variable responses can disappoint users especially when they wait much longer than expected [27], [28]. Such consequences may lead to degrade reliability and trust in the system [32], and, in turn, this may cause lack of satisfaction among the users [33]. As a result, users may be forced to find alternative applications.

Variance in the response time can be a fundamental measure to optimize the response time that enhances the provided service, and is essential for applicability in modern computer systems [27], [28]. Hence, the focus in this paper on optimizing response time by minimizing the variance when performing CPU scheduling. The problem this paper tackles can be formulated in the following question:

• How can a CPU scheduling at minimum variance and low average response time be performed?

Consequently, a CPU scheduling method based on goal programming (GP) is proposed. The GP scheduling method can find and select optimal process in the ready queue that best minimizes the potential variance in the response time to be
allocated the CPU. A detailed design of the proposed GP scheduling model is presented in section 3 that follows the related works in the next section. Evaluation results and discussion are introduced in section 4. Finally, some conclusions are given in section 5.

2. RELATED WORKS

Scheduling is an important OS function that can deliver a QoS [34]. Computer resources, including the CPU — need to be scheduled to achieve efficient use. A scheduling method can be selected based on the match between the requirements of the target environment and the goals of that method [3]. Scheduling has been mainly studied to minimize the turnaround time, waiting time, and response time, and to maximize CPU utilization, throughput [31], [34]. For instance, interactive systems are commonly used on personal computers and servers, besides optimizing response time is an important requirement and a primary goal in such environment [9], [19].

The objective of this paper is to perform a CPU scheduling that optimizes response time at minimum variance. Response time has been mainly optimized by minimizing the average [8], [16]-[21], [35], or the maximum response time [23], [24]. Average response time is a standard measure in computer performance [10] that has been analyzed under various scheduling strategies [36,55] and used to optimize response time in various environments such as: interactive-timesharing system [19], parallel computer system [10], [37], [38], cluster rendering system [17], web based requests [18], [20], [21], [39], bottleneck network link [40], and broadcast scheduling [41]. However, performing scheduling based on other criteria than variance in the response time may improve the system performance partially by providing fast responses for specific users rather than all other users in the system. Such a concern may result in lower level of QoS provided in the system and less satisfaction among users. That is, some users may wait longer than expected, some users may get priority over others arbitrarily, and the responses might be highly variable.

The variance in the response time is an important requirement to deliver reasonable and predictable service for users, especially in interactive environments [1], [12], [42]. Some studies revealed that delivering consistent service in a timely manner at less variable response is an issue and it still needs to be addressed [1], [3], [25], [26]. Other studies pointed out that the variance in the response time is an important measure to be considered in optimal system design [13]. The relation of the response time and its variance to the user satisfaction has been investigated and analyzed in several perspectives such as: the influence of response time on users’ satisfaction [26], the predictability of response time [25], the user perception of computer system response time [13], and the distribution of response time for users [12], [43]. It can be concluded that response time plays an essential role in determining user satisfaction [54].

Several common scheduling methods that adopt varied selection criteria other than response time and variance have been used to optimize response time. First-come-first-served (FCFS) method schedules processes based on the order of arrival that is optimal in minimizing the maximum response time [44]. Shortest-job-first (SJF) and shortest-remaining-time-first (SRTF) select processes for execution based on the burst time and they are intended to minimize average response time [45]-[47]. A process with the highest predetermined priority is allowed to run first in priority scheduling methods. Lottery scheduling is another responsive method [48] that selects a process which holds lottery tickets for system resources. Such common scheduling methods and their performance are discussed by Tanenbaum [3], Qureshi [5], and Silberschatz [1].

However, there are no methods that adopt response time and its variance as selection criteria. Other criteria have been adopted with the aim of optimizing the response time which limits the improvement in response time. Additionally, methods that aimed to optimize response time mainly have minimized its average or maximum, and little attention has been given for CPU scheduling methods that minimize variance in the response time [1]. Alternatively, the use of the variance in the response time as selection criteria is proposed to be a reference for all scheduling decisions with the aim of minimizing the variance and lower the response time. Finally, the variance has been derived, analyzed, and confirmed its importance under some scheduling methods [36], [49], but improving variance in the response time for processes and their distribution has received little interest [25]. The response time that each process can receive will be measured, analyzed and improved for the whole system in the proposed solution.

3. THE MINIMUM VARIANCE GOAL PROGRAMING SCHEDULING METHOD

A user in the interactive systems requests a service by submitting a job or process, and the system schedule processes in some approach to be allocated the CPU. Response time represents the time between submitting a job and getting a response [42], [50], [51] that needs to be optimized in such environments. To provide a reasonable and predictable service for all users, our proposed solution is to perform minimum variance CPU scheduling. The proposed scheduling method is a GP model that makes all scheduling decisions based on the potential variance in response time that might be resulted when a process is selected for execution. The GP method determines optimal process in the ready queue that best minimizes the variance to be allocated the CPU. The variance in the response time can be represented by the squared distance or gap from the average of response time for all processes [44]. Such selection strategy can minimize the variance and maintains low response time in average for all processes.

Consequently, the gap or distance of the response time from the average, and the amount of time that the process has used the CPU are proposed as a selection criteria that guide minimum variance CPU scheduling. The GP model is responsible for finding an optimal process that best achieves these two criteria in order to be selected and allocated the CPU. Firstly, the distance between the response time and the average of response time is the difference between the two values and it can help maintain low variance by selecting a process that has larger distance when performing each selection. Normally the processes that have larger response time from the average wait longer without response than the other processes and it is preferred to select first such a process for execution. This prevents the system from ignoring the processes that wait longer which in turn minimizes the variance and maintains low response time. Secondly, the amount of time that the process has used the CPU is another selection criterion that can contribute to minimizing the variance by selecting processes that have used the CPU less. This selection strategy gives higher priority for processes that have not used the CPU yet, or that have used the CPU in lesser time. The amount of time that the process has used the CPU criterion is also useful for situations in which several processes have response time with equal distance to the average with varying degree of CPU usage. Additionally, this criterion can help maintain less
waiting time that might be increased if the first criterion is only adopted.

However, a challenge lies in finding a solution that best achieves such criteria concurrently; an optimal process that has maximum value of response time to the average and minimum time of CPU usage may not exist. Moreover, a process that has the maximum value of response time to the average may not be the one that has minimum time of CPU usage, and vice versa. Various processes may satisfy each proposed selection criteria with varied degrees, and the optimal solution is a compromise. Selection criteria and their level of achievement must be taken into account concurrently.

Accordingly, a GP model responsible for finding an optimal process that best satisfies such multiple selection criteria to be executed is proposed. GP is a multi-criteria satisfying approach that seeks a solution that best fits or satisfies the related criteria in a multi criteria decision making (MCDM) problems [52]. GP scheduling model performs scheduling at minimum variance and low response time by (i) selecting a process that has the maximum distance between the response time and the average, (ii) selecting a process that has the minimum amount of CPU usage time. A set of related constraints is developed and used to help select an optimal process that best minimizes the response time and the variance. Finally, the following GP model is developed and constructed as presented in Figure 1:

\[
\begin{align*}
\min & \sum_{i=1}^{n} d_i^2 + d_i^2 + d_i^2 + d_i^2; \\
\text{Subject to:} & \\
(\sum_{i=1}^{n} D_i \cdot P_i) - d_i^2 + d_i^2 = \text{Maximum}(D); \\
(\sum_{i=1}^{n} T_i \cdot P_i) - d_i^2 + d_i^2 = 0; \\
(\sum_{i=1}^{n} \frac{i}{T_i} P_i) = 1;
\end{align*}
\]

**Fig 1: The proposed GP scheduling method**

The variable \( n \) is the number of processes in the ready queue, \( D_i \) is the distance or difference between the response time value of a process \( i \) and the average response value of all processes, Maximum (D) represents the largest difference \( D \) that exists at selection time in the system. \( T_i \) is the amount of time that a process \( i \) has used the CPU at selection time where maximum value of \( T_i \) equals to the burst time of that process. \( P_i \) is a binary decision variables (0/1 variables), and \( d_i^2, d_i^2, d_i^2, d_i^2 \) are devotional variables. The \( D, T, \) and Maximum (D) are input variables for the GP model and can be obtained dynamically from the system at each time of selection. The expected output of the model is a vector of 0/1 values corresponds to each process decision variable \( P_i \) where one process will be assigned the value 1 to be selected and allocated the CPU. The process with 1 value is the optimal process whose selection can result in minimum variance in the response time.

4. EVALUATION RESULTS AND DISCUSSION

In order to measure the ability of the proposed minimum variance scheduling method to perform CPU scheduling with the least possible response time and variance, and to compare its performance with related methods, a simulation system was constructed and several tests were run. The system simulates a ready queue that contained several ready processes, and performs scheduling by selecting processes for execution, and calculates response time, waiting time and variance for all processes after the execution has finished. The simulation that was executed to generate varied scheduling situations consists of different numbers of submitted processes in the ready queue with varied burst time, arrival time, and priority values for each process.

Scheduling situations were generated randomly under three different numbers of processes in the ready queue, where \( n = 10, 50, \) and 100. The burst time that was chosen randomly from among three intervals i.e. 1 and 10, 25, and 60 milliseconds (ms) represents the size of each process. For each of the 9 combinations of \( n \) and burst time values, arrival time and priority values were generated randomly between the interval 0 and 10 where it is found from running the simulation several times that these variables do not have significant effect on the performance of scheduling methods. For each of the 9 scenarios, 300 scheduling situations were generated resulted in a total of 2700 situations that require CPU scheduling. All scenarios have been classified, summarized, and tested as depicted in Table 1 into two sets: Set (A) is to measure and compare the performance of scheduling methods in scheduling different numbers of processes, set (B) is to measure and compare the performance of scheduling methods in scheduling processes with different sizes.

**Table 1. Simulation Scenarios**

<table>
<thead>
<tr>
<th>No.</th>
<th>Number of processes</th>
<th>Size (burst time)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Value</td>
<td>Test Value</td>
</tr>
<tr>
<td>1</td>
<td>(A)10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>10 (B) 1.25</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>10 (B) 1.50</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>(A)50</td>
<td>50 (B) 1.40</td>
</tr>
<tr>
<td>5</td>
<td>50 (B) 1.25</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>50 (B) 1.50</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>(A)100</td>
<td>100 (B) 1.25</td>
</tr>
<tr>
<td>8</td>
<td>100 (B) 1.25</td>
<td>25</td>
</tr>
<tr>
<td>9</td>
<td>100 (B) 1.50</td>
<td>60</td>
</tr>
</tbody>
</table>

Consequently, for each generated situation that requires a CPU scheduling, the simulation is implemented and configured to schedule all processes in the ready queue using seven methods namely; the FCFS, the SJF, SRTF, the non-preemptive priority scheduling (N-Pr), the preemptive priority scheduling (P-Pr), minimum distance to average scheduling, and the proposed GP scheduling method. For each execution of the simulation, each method selects a process from the ready queue to be allocated the CPU until execution completes. Thereafter, the response time, the waiting time and the variance in response time for all processes have been computed and recorded for that method. However, using minimum distance to average scheduling method in the simulation is proposed to measure and compare its performance to the GP scheduling method and to show that adopting the first proposed selection criterion only as a solution is not enough to achieve minimum variance even that it is a simple method that doesn’t require an MCDM technique.

The obtained evaluation results about response time, waiting time and the variance achieved by all methods have been analyzed and classified into several portions. Initially, the aim
is to measure and compare the performance of scheduling methods and their ability to handle different environmental changes. Figure 2 presents the effect of varying environmental changes such as the number of processes in the ready queue and process size on the performance of scheduling methods, and the ability of scheduling methods to minimize response time, waiting time, and the variance in response time when performing CPU scheduling. The results show that the variance and response time that received by processes increase with the increase of both of the number and the size of processes. Additionally, the results show that the GP method significantly reduces the response time and variance, and slightly increases the waiting time over all method for all scenarios. Indeed, the proposed GP method can scale to varying environmental changes at faster responses and minimum variance which is considered as a good service for the users. The results prove that performing CPU scheduling based on other criteria than response time and variance may maintain better waiting time but it leads to a significant increase in response time and variance in the responses for users. Using GP scheduling method leads to increase of waiting time but this increase is not significant especially if compared to the significant improvement in the response time and the variance which is in turn more desirable in the interactive [1], [12], [42].

The expected variance and response time increase with the increase of the number of processes in the ready queue. For example, few processes that first arrive receive faster responses than the other large number of processes when the methods that perform scheduling based on arrival time have been used, or few processes that have short burst time receive shorter responses than the other large number of processes when the methods that perform scheduling based on burst time have been used, or few processes that have high priority receive shorter responses than the other processes when the methods that perform scheduling based on static priority have been used. As a result, the response time and the variance achieved in the system have been increased with the increase of the number of processes in the ready queue, and all other methods cannot scale to varying number of processes at fast responses and low variance.

Furthermore, the expected variance and response time increase with the increase of the size of processes in the system. Larger processes - especially interactive ones - stay longer in the ready queue and receive longer responses and higher variance than smaller processes when performing scheduling based on arrival time or static priority. Small processes leave the ready queue faster and the response time is relatively lower and so is the variance. Additionally, using scheduling methods that adopt the shortest burst time also make the selection of larger processes after executing all smaller processes last. As a result, the response time and the variance achieved in the system have been increased with the increase of the size of the processes in the ready queue, and all other methods cannot scale to varying size of processes at fast responses and low variance. To sum up, the increase of both of the number and the size of processes increases the challenge of performing CPU scheduling at low variance in response time and there is an immense need to be maintained.

Instead, the proposed GP method performs CPU scheduling for all situations and scenarios at minimum variance and low response time over the other methods. This could be explained as the GP selects processes based on the potential response time that might be resulted and based on its ability to minimize the variance. Furthermore, GP seeks processes that best achieve the proposed two main selection criteria simultaneously which have better result. Comparatively, scheduling method such as minimum distance do not take into account the amount of time that the process has used the CPU which increased the response time and the variance. Furthermore, other scheduling methods such as FCFS, SJF, SRTF, and priority do not take into account the response time or the variance in their selection strategies which significantly increases the response time and the variance that is considered one of the most important scheduling objective in interactive environments [53].

Secondly, it is aimed to analyze and compare the distribution of the responses that the users can receive when different scheduling methods are used. The simulation is executed for 25 processes with random size between 1 and 60 seconds. The processes are scheduled using all methods and the response time for each process in addition to the average of response time is computed, and the distribution of response time around their average is presented in Figure 3. The results show that the GP performs the best over all other methods and achieves lower average response time and better distribution around the average. That is, better distribution represents closer values of response time to their average and minimum variance in response time. This can be explained by the objective of the GP model which is to limit the increase of the distance by selecting processes that have larger distance from the average.

However, each time the process is selected from the ready queue, some processes may have a precedence or priority to be executed over the others according to the potential response time for each process at that time. This priority may dynamically change at other selection times with the change of the processes in the ready queue based on the new values of the arrival time, the burst time, the response time and the average of response time. Thus, when other methods ignore such a fact and adopt static priority, or adopt dynamic priority other than response time and variance, the response time increases in the average and in the variance.

When performing selection based on the arrival time, for example, the first processes will be repeatedly selected many times over other processes that have not used the CPU yet or that have used the CPU in a lesser time. The same issue is applied when performing selection from the ready queue based on burst time and static priority. Thus, using such scheduling methods increases the average response time and scatters the response time around their average. Comparatively, the GP performs its selection based on the potential response time that may be resulted at selection time which leads to a lower average response time and a better distribution around the average.
Fig 2: Performance of scheduling methods in scheduling (A) different numbers of processes (B) different size of processes.
Fig 3: Distribution of the response time (in ms) received by each process around their average using different scheduling methods.

Table 2. Average performance of scheduling methods for all scenarios and their situations

<table>
<thead>
<tr>
<th></th>
<th>GP</th>
<th>Min. Distance</th>
<th>FCFS</th>
<th>SRTF</th>
<th>SJF</th>
<th>N_Pr</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance (ms)</td>
<td>299.5</td>
<td>1504.6</td>
<td>125702.8</td>
<td>129940.3</td>
<td>129285.9</td>
<td>123788.7</td>
<td>125942.5</td>
</tr>
<tr>
<td>Response Time (ms)</td>
<td>23.1</td>
<td>55.7</td>
<td>408.2</td>
<td>268.1</td>
<td>271.3</td>
<td>406.0</td>
<td>401.7</td>
</tr>
<tr>
<td>Waiting Time (ms)</td>
<td>498.7</td>
<td>424.8</td>
<td>409.7</td>
<td>269.8</td>
<td>272.7</td>
<td>407.4</td>
<td>406.2</td>
</tr>
</tbody>
</table>
Lastly, the average performance of all methods for all scenarios is summarized and presented in Table 2. The minimum values are marked as bold indicating best achieved values. The GP method performs better than the other methods and completes CPU scheduling at minimum response time and variance for all generated situations and scenarios. The GP outperforms the other methods with varying degrees.

5. CONCLUSION

CPU scheduling at minimum variance in the response time has been addressed in this paper. The proposed solution is to find and select a process that best reduces the potential variance in the response time for execution. The distance of the response time from the average, and the amount of time that the process has used the CPU are proposed as a selection criteria that guide minimum variance CPU scheduling. Accordingly, a linear goal programming model is proposed to determine the processes that best satisfy the proposed criteria.

The performance of the proposed GP scheduling method has been measured and compared to related scheduling methods. The results show that the GP method performs better and significantly reduces the response time and variance. The proposed GP method can scale to varying environmental changes at faster responses and minimum variance. The GP outperforms the other selection methods with varying degrees. However, as a future development, another selection criteria might be proposed and used when performing CPU scheduling in order to best optimize other CPU scheduling criteria such as waiting time.
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