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ABSTRACT
Nonhomogeneous Poisson process based software reliability models play an important role in developing software systems and enhancing the performance of computer software. As software reliability grows on the basis of the execution of computer test runs. Nonhomogeneous Poisson process type of discrete-time software reliability models, or difference equations, is more realistic and often provides better fit than their continuous-time counterparts. Since discrete-time model conserves the properties of the continuous-time model, the estimation of its parameter would be simpler and more accurate. In this paper, we explore the importance of testing resource and imperfect debugging phenomenon consideration in software reliability growth modeling. The resultant model is very useful for the reliability analysis as the measure of reliability is computed considering the distribution of testing-effort, influence of the testing efficiency and the changes of the testing process. Using the resultant model, testing-effort control, change-point concept and optimal release policy have also been investigated. Therefore, this paper thus provides a new insight into development of discrete-time modelling in software reliability engineering, that could be of immense help to the software project manager in monitoring and controlling the testing process closely and effectively allocating the resources in order to reduce the testing cost and to meet the given reliability requirements.
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1. INTRODUCTION
Today, computer systems are indispensable in our daily lives, and their importance and need have increased immensely. Successful operation of any computer system depends largely on its software components. Thus, it is very important to ensure the quality or reliability of the underlying software in the sense that it performs its functions, i.e., designed and built for. Software development process is often called software development life cycle, because it describes the life of a software product from its inception to its implementation. Every software development process includes system requirements, as it is input and a delivered product as its output. Many life cycle models have been proposed, based on the tasks involved in developing and maintaining software, but they all consist of the following stages: requirement and specification, design and coding, testing, and operation and maintenance. Faults can be introduced during any of these stages and hence it is not possible to produce fault-free software due to human imperfection. A fault occurs when a human makes a mistake, called an error, in performing activities related to the software. A fault can reside in any development or maintenance system. Faults manifest themselves in terms of failures, when the software is executed. A failure is a departure from the system’s required behavior. Software failure is estimated to cost American industries USD 60 billion every year [1]. It can be discovered before or after system delivery, during testing, or during operation and maintenance. Testing and debugging phase in the software development process aims at detecting and removing faults, and hence making the software more reliable. It is this phase, which is amenable to mathematical modeling [2]. Several methods exist for studying the cost and schedule of software; however, reliability is the only measure of software quality. Software reliability is the probability that a software product will function failure-free for a specified period of time in a specified environment [3].

Mathematical modelling based on stochastic and statistics theories are useful to describe the software fault debugging phenomenon and to evaluate the reliability quantitatively [4]. Software reliability growth analysis based on statistical correlations of real faults detection data collected during testing, is, one of the approaches to conducting statistical reliability assessment. Because of the complexity of the factors influencing the debugging process, the quantities associated with reliability are random variables, and hence reliability models are based on the stochastic process. Nonhomogeneous Poisson process forms one of the main classes of the existing software reliability models, due to its mathematical tractability and wide applicability. They are useful in describing fault removal process, providing trends such as reliability growth and fault content. Software reliability models consider the debugging process as a counting process characterized by the value function of a nonhomogeneous Poisson process.

Software reliability models based on nonhomogeneous Poisson process are generally classified into two groups. The first group contains models, which use the execution time or calendar time. Such models are called continuous-time models. The second group contains models, which use the test cases as a unit of fault removal period. Such models called discrete-time models, since the unit of software fault detection period is countable. A test case can be a single computer test run executed in an hour, day, week or even month. Therefore, the test case includes the computer test run and length of time spent to visually inspect the software source code. Whereas, a computer test run is a set of software input variables arranged in a certain manner to test the functional performance of a particular part of the software system. Therefore, discrete-time models are more realistic and often provide better fit than their continuous-time counterparts [2-9].
The achieved software reliability during testing phase is highly related to the amount of development resources, that is, testing-effort, spent during debugging process. A testing-effort function describes the distribution or consumption pattern of testing resources during the testing period. Hence it is very important to track the software reliability growth with respect to the testing-effort expenditure [10-20].

When the testing is in its late stage and the product release date is approaching, an assessment is done to review the progress of testing and requirement for the additional efforts is worked out to meet the pre-specified reliability targets. However, through software reliability models one can describe how to increase the fault removal by accelerating the testing-effort intensity [2, 3, 21-32]. In the testing-effort control problem we estimate the requirement for additional efforts for the aspiration level to achieve.

A number of discrete-time nonhomogeneous Poisson process based software reliability models in the software reliability engineering literature, assume diverse testing and debugging environments. However, most of them are based upon constant or monotonically increasing fault removal rate. In practice, as the testing grows, so does the skill and efficiency of the testers. With the introduction of new testing strategies and new test cases, there comes a change in fault removal rate. The time point where the change in removal curve appears is termed as change-point [23]. The concept of change point is relatively recent in the software reliability modeling. A number of reasons are associated for modeling under change-point concept such as changes in the testing and debugging environment, testing strategy, software complexity and size, fault density, skill, and motivation and constitution of the testing and debugging team. Modeling using the change-point concept provides answers to the number of questions related to the changing scenarios during testing phase [2].

Reliability, scheduled delivery and cost are the three main quality attributes for almost all software. The primary objective of the software developer’s to attain them at their best values, then only they can obtain long-term profits and make a brand image in the market for longer survival.

Software users demand faster deliveries, cheaper software and quality product, whereas software developers aim at minimizing their development cost, maximizing the profit margins and meeting the competitive requirements. The resulting situation calls for tradeoffs between conflicting objectives of software users’ requirements with the developers. As a course of best alternative the developer management must determine optimally when to stop testing and release the software system to the user focusing on the users’ requirements, simultaneously satisfying their own objectives. Such a problem is known as software release time decision problem in the literature of software reliability engineering [2]. Most of the software release time decision problems formulated considering cost, reliability or failure intensity and number of faults removed require the exact computation of cost function coefficients, amount of available resources, reliability or failure intensity aspiration levels, etc. The values of these quantities besides some static factors depend on a number of factors, which are non-deterministic in nature. However, in the actual software development, the manager must spend and control the testing resources with a view to minimizing the total software cost and satisfying reliability requirements rather than only minimizing the cost [4]. By the application of software release time problem managers are able to predict the delivery date of the software with a predetermined level of quality measure to be attained by that time.

The remainder of this paper is organized as follows. Section 2 presents how beginning with very simple assumptions, nonhomogeneous Poisson process type of discrete-time software reliability models, are gradually made more realistic with the incorporation of imperfect debugging and testing effort expenditures. The resultant model adopts the number of test cases as a unit of fault removal period, which is countable and more appropriate measure than machine time or calendar time used in continuous-time software reliability models. Section 3 provides the testing effort trade-off with respect to aspiration level for the debugging process. Section 4 incorporates the change point in fault removal growth phenomenon. Optimal software release policies for software reliability growth phenomenon under imperfect debugging are investigated in Section 5.

2. SOFTWARE RELIABILITY MODELLING

Software reliability modeling is an important and fast developing field of research. Its importance is due to the increased dependency on computer software systems in our daily life and to the fact that the software system cannot be made error free. The most important software development problem is building software to customer demands are that it be more reliable, built faster, and built cheaper. The scientific disciple software reliability engineering concerns at scheduling and systematizing the software development process and have a control over the various stages of software development using its tools, methods and process to engineer quality software. Major roles of software reliability engineering lies in assuring, controlling and measuring the software reliability, the key attribute of software quality during the testing and operational phases of software development life cycle and locating the time point of an appropriate balance between the cost of testing and fixing bugs during operational use. The tools of software reliability engineering known as software reliability models are used successfully to evaluate software quantitatively, develop test cases, schedule status, resource optimization, to count the number of faults remaining in the software and estimate and predict the software reliability during testing and operational environment [2].

2.1 Nonhomogeneous Poisson Process Models

Nonhomogeneous Poisson processes are an important class of software reliability models. A discrete counting process \( (N_n)_{n \geq 20} \) is said to be nonhomogeneous Poisson process with mean value function \( m_n \), i.e., expected cumulative number of faults detected by \( n \) test cases, if it satisfies the following conditions:

- There are no failures experienced or fault detected at \( n = 0 \), i.e., \( N_{n=0} = 0 \).
- The counting process has independent increments, i.e., for any collection of the numbers of test cases \( n_1, n_2, \ldots, n_k \) where \( 0 < n_1 < n_2 < \cdots < n_k \), the \( k \) random variables \( (N_{n_1}, N_{n_1} - N_{n_2}, \ldots, N_{n_k} - N_{n_{k-1}}) \) are statistically independent.
- For any of numbers of test cases \( n_i \) and \( n_j \) where \( 0 \leq n_i \leq n_j \), we have

\[
\text{Pr}[N_{n_i} - N_{n_j} = x] = \frac{\lambda_{n_j}}{x!} e^{-\lambda_{n_i}}, \quad x = 0, 1, 2, \ldots
\]
Therefore, if we define the expected value number of faults \( N_a \) whose mean value function is known as \( m_a \), then an software reliability model based on nonhomogeneous Poisson process can be formulated as a Poisson process

\[
\Pr[N_a = x] = \left(\frac{m_a}{x!}\right) e^{-m_a}, \quad x = 0, 1, 2, \ldots
\]

The intensity function \( \lambda_n \) (or the mean value function \( m_n \)) is the basic building block of all the nonhomogeneous Poisson process models existing in the software reliability engineering literature.

2.2 Model Development

Earlier software reliability modelling approaches were developed based on calendar time or execution time as the unit of fault-detection/removal period and either assume that the consumption rate of testing resources is constant, or do not explicitly consider the testing effort and its effectiveness. Later, many models were proposed describing the relationship among the testing time (calendar time), testing-effort expenditure and the number of software faults detected. However, very limited approaches were proposed in discrete time owning to the complexity of exact form solution of the mean value function [25-29].

One of the pioneering attempts was the discrete software reliability growth model with testing effort due to Kapur et al. [30]. The model describes the relationship among the executed number of test runs, testing-effort expenditure and the number of software faults detected in an ideal debugging environment.

Under the basic assumption that the expected cumulative number of faults detected between the \( n^{th} \) and the \( (n+1)^{th} \) test cases is proportional to the number of faults remaining after the execution of the \( n^{th} \) test run, satisfies the following difference equation

\[
\lambda_n = \frac{m_{n+1} - m_n}{\delta} = b(a - m_n)
\]

where \( a \) is a fault content and \( b \) constant fault removal per remaining fault per test case.

To solve this difference equation we employ the method of probability generating function.

Multiply both sides by \( z^n \) and summing over \( n \) from 0 to \( \infty \), we get:

\[
\sum_{n=0}^{\infty} z^n m_{n+1} - \sum_{n=0}^{\infty} z^n m_n = a \delta b \sum_{n=0}^{\infty} z^n - \delta b \sum_{n=0}^{\infty} z^n m_n
\]

\[
\frac{1}{z} \sum_{n=0}^{\infty} z^n m_{n+1} - \sum_{n=0}^{\infty} z^n m_n(a) = a \delta b \sum_{n=0}^{\infty} z^n - \delta b \sum_{n=0}^{\infty} z^n m_n
\]

\[
\sum_{n=0}^{\infty} z^n m_{n+1} - \sum_{n=0}^{\infty} z^n m_n = a \delta b \sum_{n=0}^{\infty} z^n - \delta b \sum_{n=0}^{\infty} z^n m_n
\]

\[
\sum_{n=0}^{\infty} z^n m_{n+1} = a \delta b \sum_{n=0}^{\infty} z^n + (1 - \delta b) \sum_{n=0}^{\infty} z^n m_n
\]

\[
(z^1 m_1 + z^2 m_2 + z^3 m_3 + \cdots) = a \delta b (z + z^2 + z^3 + \cdots) + (1 - \delta b)(z^1 m_1 + z^2 m_2 + z^3 m_3 + \cdots)
\]

Comparing the coefficients of like powers of \( z \) on both sides and under the boundary condition \( m_{n=0} = 0 \), we get

\[
m_1 = a \delta b + (1 - \delta b) m_0 = a \delta b + 0 = a(1 - (1 - \delta b) \delta)
\]

\[
m_2 = a \delta b + (1 - \delta b) m_1 = a \delta b + (1 - \delta b)a(1 - (1 - \delta b) \delta) = a(1 - (1 - \delta b) \delta)^2
\]

Therefore, if we define the expected value number of faults \( N_a \) whose mean value function is known as \( m_a \), then a software reliability model based on nonhomogeneous Poisson process can be formulated as a Poisson process.

\[
\Pr[N_a = x] = \left(\frac{m_a}{x!}\right) e^{-m_a}, \quad x = 0, 1, 2, \ldots
\]

By mathematical induction the closed form solution is given by:

\[
m_n = a(1 - (1 - \delta b)^n)
\]

and hence, the failure intensity can be obtained as follows

\[
\lambda_n = ab(1 - \delta b)^n
\]

However, the assumption of perfect debugging makes software models mathematically simple, but on the other hand, far from reality. In fact, Imperfect debugging of faults were discovered in almost every company [33]. Therefore, in actual software development environment, the debugging team may not be able to remove the fault perfectly and the detected fault may get replaced by another fault or may remain. While the first phenomenon is known as fault generation, the second is called imperfect fault debugging. In case of fault generation the fault content increases as the testing progresses and debugging results in introduction of new faults while removing old ones. But in case of imperfect fault debugging the fault content is not changed, but just because of incomplete understanding of the software, the detected fault is not removed completely [31, 32, 34]. Later, they modified the model to incorporate the first phenomenon of the imperfect debugging [8]. However, the fact that both types of imperfect debugging may occur simultaneously cannot be ignored. Therefore, we further extend the model to integrate the effect of both phenomena of imperfect debugging.

Assuming that fault removal rate per additional fault removed \( b (0 < b < 1) \) is reduced by the probability of perfect debugging \( p (0 < p \leq 1) \) and a constant proportion of removed faults are generated \( a (0 \leq a < 1) \) while removal, the difference equation describing the imperfect debugging phenomenon can be modelled as

\[
\lambda_n = \frac{m_{n+1} - m_n}{\delta} = b p(a - (1 - a)m_n)
\]

Solving the above difference equation, following using the probability generating function method, one can get the approximate solution

\[
m_n = a(1 - \beta_n) (1 - \delta a)
\]

Here \( \beta_n = (1 - \delta b (1 - a))^{n+1} \)

and hence, the failure intensity can be obtained as follows

\[
\lambda_n = a b \beta_n
\]

The equivalent continuous-time model corresponding to the Equation (9) is given by

\[
m_t = a \frac{(1 - \beta_t)}{(1 - \delta a)}
\]

Here \( \beta_t = \exp(-b p(1 - a)t) \)

which can be derived as a limiting case of discrete-time model substituting \( t = n \delta, \lim_{n \to 0} (1 + x)^{1/n} = \exp(x) \), and taking \( \delta \to 0 \).

2.3 Testing Effort Expenditure Model

Let \( W_n \) denotes the debugging effort expenditure in test cases \((0, n]\), \( \beta \) denotes the consumption rate of the debugging effort expenditure, and \( \alpha \) denotes the amount of debugging effort to be eventually consumed. Under the basic assumption
that the expected cumulative debugging effort expenditures between the $n^{th}$ and the $(n+1)^{th}$ test cases to be proportional to the remaining amount of testing effort expenditure, satisfies the following difference equation

$$w_{n+1} = \frac{w_n - W_n}{\delta} = \beta W_{n+1} (\alpha - W_n)$$

(12)

when $\beta_{n+1} = \beta$, we have a discrete exponential curve

$$W_n = \alpha (1 - (1 - \delta\beta)^{n})$$

(13)

and hence, the current testing effort expenditure after the execution of the $n^{th}$ test case, can be obtained as follows

$$w_n = \alpha \beta (1 - \delta \beta)^n$$

(14)

when $\beta_{n+1} = \frac{\beta}{a} W_{n+1}$, we have a discrete logistic curve

$$W_n = \frac{a}{1 + m (1 - \delta \beta)^n}$$

(15)

here $m$ is defined as

$$W_n = \frac{a}{1 + m (1 - \delta \beta)^n}$$

(16)

and hence, the current testing effort expenditure after the execution of the $n^{th}$ test case, can be obtained as follows

$$w_n = \frac{a \beta m (1 - \delta \beta)^n}{1 + m (1 - \delta \beta)^n}$$

(17)

2.4 Model Formulation

To incorporate the testing effort expenditures into software reliability modelling, we assume that the mean number of faults detected between the $n^{th}$ and the $(n+1)^{th}$ test cases by the current testing-effort is proportional to the mean number of faults not detected, this model can be expressed by the following difference equation

$$\frac{m_{n+1} - m_n}{\delta} = w_n bp (1 - (1 - \alpha) m_n)$$

(19)

Solving the above difference Equation (19), following using the probability generating function method, and after tedious algebraic manipulations, one can get the approximate solution

$$m_n = \frac{a (1 - \beta_{n+1})}{(1 - \alpha)}$$

(20)

here $w_{n+1} = \prod_{i=0}^{n} (1 - \delta \beta (1 - \alpha) w_i)$

(21)

and hence, the failure intensity can be obtained as follows

$$\lambda_n = a \delta b p w_n \beta_{n+1}$$

(22)

This modelling approach clearly illustrates the benefit of formulating discrete-time imperfect debugging models with respect to the amount testing effort expenditures per executed test run. Therefore, the above resultant model $m_n$, can depict more accurate utilization of test resources as well as reliability prediction at the time of software release.

The equivalent continuous-time model corresponding to the Equation (20) is given by

$$m_t = \frac{a (1 - \beta_{n+1})}{(1 - \alpha)}$$

(23)

here $\beta_{n+1} = \exp(-bp(1 - \alpha)w_i)$

which can be derived as a limiting case of discrete-time model substituting $t = n\delta$, $\lim_{\gamma \rightarrow 0} (1 + \gamma)^{1/\gamma} = \exp$, and taking \( \delta \rightarrow 0 \).

2.5 Parameter Estimation

Parameters estimation is of primary concern in software reliability measurement. Software reliability data can be collected in the form of testing effort $w_i (W_1 < W_2 < W_3 < \ldots < W_n)$ consumed in test cases $(0, n_i)$, where $i = 1, 2, \ldots, k$ in which $m_i (0 < m_1 < m_2 < m_3 < \ldots < m_k)$ faults are detected.

Then the parameters $(\alpha, \beta, m)$ in the discrete testing-effort function are estimated by the method of least squares as follows

$$\text{minimize} \sum_{i=1}^{k} (\tilde{W}_i - \bar{W})^2$$

subject to $\bar{W}_k = W_k$

(24)

where $\tilde{W}_i = W_i$ implies that the estimated value of the testing effort is equal to the actual value.

Using these estimated parameter values, we estimate the parameters in the imperfect software reliability model by the method of maximum likelihood estimation. It is one of the most popular and useful statistical method for fitting a mathematical model to some data. The Likelihood function $L$ for the unknown parameters with the mean value function $m_i$ takes on the form

$$L(a, b, p, a) (W_i, x_i) = \prod_{i=1}^{k} \frac{m_i}{(x_i - x_{i-1})} \exp \left( - (m_{n_i} - m_{n_i-1}) \right)$$

(25)

Taking natural logarithm, we get

$$\ln L = \sum_{i=1}^{k} (x_i - x_{i-1}) \ln (m_{n_i} - m_{n_i-1}) - (m_{n_i} - m_{n_i-1}) \sum_{i=1}^{k} \ln (x_i - x_{i-1})$$

(26)

The MLE of the unknown parameters can be obtained by maximizing the likelihood function subject to the parameters constraints. Based on the estimation, we can estimate the current behavior of the testing process, predict the future behavior of the testing process, and make decisions regarding resource allocation and release time.

3. TESTING-EFFORT CONTROL AND MANAGEMENT

The management of a software development project has time schedules for testing and release of software. During testing, often the management is not satisfied with the progress of the debugging and the growth of the reliability curve. Then there arises need for employing additional testing-effort in terms of new techniques, testing tools, more manpower so as to remove more faults than what could be possibly achieved with the current level of debugging efforts in a pre-specified time interval. Therefore, we suggest a debugging effort trade-off with respect to aspiration level for the debugging process. This analysis gives an insight into the current level of progress with respect to aspiration level for the debugging process.

Assume that the software has been testing up to the $n_1$ test run, and is to be released after the execution of the $n_2$ test run, where $n_2 > n_1$. The collected software reliability data in test cases $(0, n_1)$, can be employed to estimate the parameter of the selected software reliability model. According to the estimated results, the number of...
The execution of the fault detection rate gets changed. This change can also be caused by shift in testing strategy, defect density, introduction of new test cases, and induction of skilled personnel in the testing team composition and testing strategy used [2]. Further, Kapur et al. [29] modified the model, which can be derived as a limiting case of discrete-time model substituting $t = n\delta$, $\lim_{\delta \to 0}(1 + x)^{1/\delta} = exp$, and taking limit $\delta \to 0$.

The software reliability models developed to estimate and predict software reliability can be used to formulate an optimization model for software release time decision. Different policies were formulated based on nonhomogeneous Poisson process models considering different aspects of the software release time. The pioneering attempt was due to Okumoto and Goel [40]. They have investigated unconstrained problem with either cost minimization or reliability maximization objective. Later, Yamada and Osaki [41] discussed release time problems with cost minimization objective under reliability aspiration constraint and reliability maximization objective under cost constraint. Xie and Yang [42] investigated the optimal release time policy based on imperfect fault debugging software reliability model [43, 44]. They claimed that the cost of testing is a function of perfect debugging probability, since the testing cost parameter depends on the testing team composition and testing strategy used [2].

The study of reliability models with change-point reveals that a great improvement in the accuracy of evaluation of software reliability is achieved with the use of change-point models as it considers the more realistic situations of the testing process. The presented model describes the difference of testing environments before and after the change-point employing different fault detection rates, probability of perfect debugging, and fault introduction rate while the perfect debugging model had ignored such differences completely.

The equivalent continuous-time model corresponding to the Equation (33) is given by

$$m_n = \begin{cases} \frac{\alpha(1-\beta_n^m \alpha_n)}{(1-\alpha \beta_n^m)} & \text{when } 0 \leq n \leq \tau \\ \frac{\alpha(1-\beta_{n-1} \beta_n^m \alpha_n)}{(1-\alpha \beta_{n-1} \beta_n^m \alpha_n)} & \text{when } n > \tau \end{cases} \quad (35)$$

where $\beta_0 = \exp(-b_0 p_1(1-\alpha_1) t)$, $\beta_1 = \exp(-b_1 p_1(1-\alpha_1) t)$, and $\beta_{i-1} = \exp(-b_i p_1(1-\alpha_2)(t-i))$ which can be derived as a limiting case of discrete-time model substituting $t = n\delta$, $\lim_{\delta \to 0}(1 + x)^{1/\delta} = exp$, and taking limit $\delta \to 0$.

5. RELEASE POLICY

The software reliability models developed to estimate and predict software reliability can be used to formulate an optimization model for software release time decision. Different policies were formulated based on nonhomogeneous Poisson process models considering different aspects of the software release time. The pioneering attempt was due to Okumoto and Goel [40]. They have investigated unconstrained problem with either cost minimization or reliability maximization objective. Later, Yamada and Osaki [41] discussed release time problems with cost minimization objective under reliability aspiration constraint and reliability maximization objective under cost constraint. Xie and Yang [42] investigated the optimal release time policy based on imperfect fault debugging software reliability model [43, 44]. They claimed that the cost of testing is a function of perfect debugging probability, since the testing cost parameter depends on the testing team composition and testing strategy used [2]. Further, Kapur et al. [29] modified the model,
integrating the effect of both imperfect fault debugging and fault generation with a separate cost of repairing a fault due to perfect and imperfect fault debugging during testing and operational phases. Most of the research efforts are made in continuous time. Of late, Kapur et al. [21, 28] analyzed the release time problem in discrete time. Recently, Kapur et al. [45] proposed an optimization problem of determining the optimal time of software release based on goals set by the management in terms of cost, reliability and failure intensity etc. subject to the system constraints.

5.1 Cost Criterion

Kapur et al. [28] formulated the discrete-time version of the Okumoto and Goel [40] cost function for the total expected cost incurred during software life-cycle, when the software released after $N$ test cases is given as

$$
C_N = C_0 + C_1 \cdot m_N + C_2 (m_{N-1} - m_N) + C_3 \cdot N
$$

(36)

Here $C_0$ is the set-up cost for software testing, $C_1(C_2)$ is the cost of fixing a fault before (after) release of the software, $C_3$ is the cost per test case per unit effort expenditure, $N_e$ is the software life cycle length and $W_N$ is the cumulative effort expenditure at the $N$th test case.

It is a well-established fact that the increase in fault content of software due to fault generation has a direct effect on the software cost similar to the effect due to imperfect debugging.

Therefore, the cost of testing $C_{3p,\alpha}$, should possess the following two properties [2]:

- $C_{3p,\alpha}$ is a monotonous increasing function of $p$ and $1 - \alpha$
- when $p \rightarrow 1$ and $\alpha \rightarrow 1$, $C_{3p,\alpha} \rightarrow \infty$

The second property implies that perfect debugging is impossible in practice or the cost of achieving it is extremely high. A simple function that meets the above two properties above is given by

$$
C_{3p,\alpha} = \frac{C_3}{1 - p(1 - \alpha)}
$$

(37)

Obviously, all these assumptions and considerations make the software cost model more realistic.

In the release policies discussed so far, the testing cost is increasing with $N$. If $N$ becomes infinitely large, so does the testing costs. In reality, no software developer will spend infinite resources on testing the software. In this section, we discuss a release policy for a discrete-time version of the continuous-time model [29] with a finite limit on testing effort expenditures as follows

$$
\text{minimize } C_{N_p,\alpha} = C_0 + (C_1 + C_1(1 - p))m_N + (C_2p + C_2(1 - p))(m_{N-1} - m_N) + C_3 \frac{C_3}{1 - p(1 - \alpha)} W_N
$$

(38)

Comparing the cost when the software is released after execution of the $(N+1)$ and $N$ test runs and equating it to zero, yields

$$
C_{(N+1)p,\alpha} - C_{Np,\alpha} = (C_1p + C_1(1 - p)) (m_{N+1} - m_N) - (C_2p + C_2(1 - p)) (m_{N+1} - m_N) + C_3 \frac{C_3}{1 - p(1 - \alpha)} (W_{N+1} - W_N) = 0
$$

(39)

Or,

$$
C_{(N+1)p,\alpha} - C_{Np,\alpha} = (C_1p + C_1(1 - p)) \lambda_N - (C_2p + C_2(1 - p)) \lambda_N + C_3 \alpha_N = 0
$$

and hence,

$$
\lambda_N = \frac{C_{3p,\alpha}}{(p(C_2 + C_1) + (1 - p)(C_2 - C_1))} W_N
$$

(40)

The functional form of the discrete fault detection intensity at the $N$th test case is given as

$$
\lambda_N = m_{N+1} - m_N = a \delta bp w_N (\prod_{i=0}^{N-1} (1 - \delta d w_i))
$$

(41)

$$\lambda_{N=0} = ab, \lambda_{N=1} = 0, 0 < \lambda_i < 1, \text{ and } \lambda_N \text{ is a deceasing function in time.}

Theorem 1: Assuming $C_2 > C_1 > 0, C_2 > C_1 > 0, C_{3p,\alpha} > 0$, and $N \geq 0$.

1. If $ab > \frac{C_{3p,\alpha}}{p(C_2 - C_1 + (1 - p)(C_2 - C_1))}$, then $C_{N+1p,\alpha} - C_{Np,\alpha} < 0$

2. If $ab \leq \frac{C_{3p,\alpha}}{p(C_2 - C_1 + (1 - p)(C_2 - C_1))}$, then $C_{N+1p,\alpha} - C_{Np,\alpha} > 0$

for $N > 0$, and hence, $C_{Np,\alpha}$ is minimum for $N = 0$.

5.2 Reliability Criterion

Determining release time with only cost minimization objective becomes purely a developer-oriented policy for software release. Such a decision may not truly prove to be optimization of release time. Release time decision is related to the marketing activities of the software development. In the era of customer oriented marketing, deciding release time by minimizing the cost of testing and debugging incurred during testing and operational phases may completely ignore the customer requirement of developing software with high reliability. In view of this, the policy of reliability maximization [40] at the release time can give a reasonably affirmative solution. Such a policy for any of the nonhomogeneous Poisson process type of discrete-time software reliability model can be formulated as

$$
\text{Maximize } R_{x|N} = e^{-m_N - w_{N_x}}
$$

(42)

This policy may require to test the software for an infinite time as reliability is defined as the probability that a software failure does not occur between the $N$th and the $(N + 1)$th test cases, given that the last failure occurrence time $N \geq 0 (x \geq 0)$ is an increasing function with $N$. But this is not the solution we are looking for as software cannot be tested for infinite time. After a certain time of testing the time required to detect an additional fault increases exponentially which in turn also increases the cost of testing. Consider the case of any firm; no one neither possesses unlimited amount of resources to dispose on testing nor can they continue testing for infinite time. For such a policy we can specify a target level of reliability $R$, and release our software at the time point where that level is achieved, irrespective of the cost incurred.

It can be easily verified that $R_{x|N}$ is increasing in $N$ with

$$
R_{x|0} = e^{-m_x}, \text{ and } R_{x|0} = 1
$$

Thus, if $R_{x|0} < R$, there exists $N = N_N(>0)$, such that $R_{x|N} = R$. Hence the optimal release time policy based on achieving a desired level of reliability $R_0$ can be determined by the following theorem.

Theorem 2: Assuming $N_{IC} > N$

1. If $R_{x|0} < R$, then $N_I \leq N < N_{IC}$

2. If $R_{x|0} \geq R$, then $0 \leq N < N_{IC}$. 
5.3 Cost-Reliability Criterion

Both of the former policies considered only one of the aspects of release time; considering any one of them ignores the other. Reliability being a key measure of quality should be considered keeping in mind the customer’s requirement; on the other hand, resources are always limited so that they must be spent judiciously. It is important to have a tradeoff between software cost and reliability. Yamada and Osaki [41] formulated constrained release time problems which minimize the expected software development cost subject to reliability not less than a predefined reliability level \( \hat{R} \) or maximize reliability subject to cost not exceeding a predefined budget \( \hat{B} \).

\[ \text{Minimize } C_{N,a} \]

\[ \text{Subject to } \begin{align*} R_{x|N} & \geq \hat{R} \\ C_{N,a} & \leq \hat{B}, N > 0 \end{align*} \]

Or,

\[ \text{Maximize } R_{x|N} \]

\[ \text{Subject to } \begin{align*} C_{N,a} & \leq \hat{B} \\ R_{x|N} & \geq \hat{R}, N > 0 \end{align*} \]

The optimal release time for the above optimization problems can be obtained combining the results of Theorems I and II for the imperfect software reliability model with testing effort according to the Theorems III and IV, respectively.

**Theorem III:** Assuming \( N_0 > N_0 \) and \( N_0 > N_1 \), then release time is determined based on the following observation, where \( N_0, N_1 \) are as defined in Theorems I and II.

1. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( R_x|0 \geq \hat{R} \), then \( \hat{N} = N_0 \).
2. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( R_x|0 < \hat{R} \), then \( \hat{N} = \max(N_0,N_1) \).
3. If \( ab \leq p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( R_x|0 \geq \hat{R} \), then \( \hat{N} = 0 \).
4. If \( ab \leq p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( R_x|0 < \hat{R} \), then \( \hat{N} = N_1 \).

**Theorem IV:** Assuming, \( N_0 < N_0 < N_1 \), \( N_1 > N_A \) and \( N_0 > N_0 \),

1. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( C_{N_0,a} > C_{N_0,a} \), then \( \hat{N} = N_0 \).
2. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( C_{N_0,a} < C_{N_0,a} \), then the budget constraint is met for all \( N(0 \leq N < N_A) \), where \( C_{N_A,a} < C_{N_0,a} \), then \( \hat{N} = N_A \).
3. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( C_{N_0,a} > C_{N_0,a} \), then more budget is required in order to release the software to meet the above objective.
4. If \( ab > p/(C_2-C_1)+(1-p)/(C_2-C_1) \) and \( C_{N_0,a} < C_{N_0,a} \), then the budget constraint is met for all \( N(0 \leq N < N_A) \), where \( C_{N_0,a} \leq C_{N_0,a} \) and \( C_{N_0,a} \geq C_{N_0,a} \), then \( \hat{N} = N_0 \).

By determining the releases time of the software optimally taking into consideration the various constraints and aspects of the software enables to best achieve these objectives.

6. CONCLUSION

Research activities in software reliability engineering have been conducted and a number of nonhomogeneous Poisson process type of discrete-time software reliability models have been proposed to assess the software reliability during testing phase. Thus, as the testing and debugging process plays a very important role in determining the remaining fault-content, number of changes and estimate the time of each change, software release time, and allocation of testing resources, software reliability models must consider the effect of testing efficiency. In software reliability engineering literature, the efficiency of testing and debugging is incorporated as an imperfect debugging software reliability models. To be effectively practical, two types of imperfect debugging phenomena are addressed. Incorporating the imperfect fault debugging phenomenon in software reliability modelling is very important to the reliability measurement as it is related to the efficiency of the testing and debugging teams.

The objective of our endeavor is to describe the development and formulation of discrete-time modelling considering different aspects of the testing environment that affect the debugging process and to provide answers to the number of questions related to the changing scenarios during testing phase. Thus, this study gives a thorough overview of the current state of reliability evaluation and provides several bright ideas about how to improve it.
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