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ABSTRACT 
A mobile ad hoc network is a collection of autonomous mobile 

nodes that communicate with each other over wireless links. Such 

networks does play important role in civilian and military settings, 

being useful for providing communication support where no fixed 

infrastructure exists or the deployment of a fixed infrastructure is 

possible. It is a crucial part in the performance evaluation of 

MANET to select suitable mobility model and routing protocols. 

Therefore, a number of routing protocols as well as mobility 

models have been proposed for ad hoc wireless networks based on 

different scenarios. In this paper, we study and compare the 

performance of the two reactive routing protocols AODV and 

DSR with reference to varying Network Size. For experimental 

purposes, we have considered increasing network size from 100 to 

150 nodes and illustrate the performance of the routing protocol 

across Packet Delivery Ratio parameter. Our simulation result 

shows that both AODV & DSR is performing equally good until 

the network size cross a certain limit. 
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1. INTRODUCTION 
A mobile ad-hoc network (MANET) is a collection of nodes, 

which have the possibility to connect on a wireless medium and 

form an arbitrary and dynamic network with wireless links. That 

means that links between the nodes can change during time, new 

nodes can join the network, and other nodes can leave it. A 

MANET is expected to be of larger size than the radio range of 

the wireless antennas, because of this fact it could be necessary to 

route the traffic through a multi-hop path to give two nodes the 

ability to communicate. There are neither fixed routers nor fixed 

locations for the routers as in cellular networks. Cellular networks 

consist of a wired backbone which connects the base-stations. The 

mobile nodes can only communicate over a one-hop wireless link 

to the base-station; multi-hop wireless links are not possible. By 

contrast, a MANET has no permanent infrastructure at all. All 

mobile nodes act as mobile routers. A MANET is highly dynamic. 

Links and participants are often changing and the quality of the 

links as well. Hence, a routing protocol for ad hoc networks runs 

on every host and is therefore subject to the limit of the resources 

at each mobile host. A good routing protocol should minimize the 

computing load on the host as well as the traffic overhead on the 

network. Traditional routing protocols based on the link-state or 

distance-vector algorithms are aimed at finding optimal routes to 

every host in the network, and topological changes of network can 

only be reflected through the propagation of periodic updates. 

These protocols are not suitable for ad hoc networks [2]. 

2. ADHOC ROUTING PROTOCOLS 
Since the advent of Defense Advanced Research Projects Agency 

(DARPA) packet radio networks in the early 1970s, numerous 

protocols have been developed for ad hoc mobile networks. Such 

protocols must deal with the typical limitations of these networks, 

which include high power consumption, low bandwidth, and high 

error rates. As shown in Fig. 1, these routing protocols may 

generally be categorized as: 

• Table-driven 

• Source-initiated (demand-driven) 

 

 

Figure 1: Classification of Ad hoc Routing Protocols 

 
Despite being designed for the same type of underlying network, 

the characteristics of each of these protocols are quite distinct. 

The following sections describe the protocols and categorize them 

according to their characteristics. 

2.1 Table-Driven Routing Protocols 
Table-driven routing protocols attempt to maintain consistent, up-

to-date routing information from each node to every other node in 

the network. These protocols require each node to maintain one or 

more tables to store routing information, and they respond to 

changes in network topology by propagating updates throughout 

the network in order to maintain a consistent network view. The 

areas in which they differ are the number of necessary routing-

related tables and the methods by which changes in network 

structure are broadcast. 

2.2 Source-Initiated On-Demand Routing 
A different approach from table-driven routing is source-initiated 

on-demand routing. This type of routing creates routes only when 

desired by the source node. When a node requires a route to a 

destination, it initiates a route discovery process within the 

network. This process is completed once a route is found or all 

possible route permutations have been examined. Once a route 

has been established, it is maintained by a route maintenance 
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procedure until either the destination becomes in accessible along 

every path from the source or until the route is no longer desired. 

 

2.3 Ad hoc On-demand Distance Vector 

Routing (AODV) 
AODV is an on-demand protocol, which initiate route request 

only when needed. When a source node needs a route to certain 

destination, it broadcasts a route request packet (RREQ) to its 

neighbors. Each receiving neighbor checks its routing table to see 

if it has a route to the destination. If it doesn’t have a route to this 

destination, it will re-broadcast the RREQ packet and let it 

propagate to other neighbors. If the receiving node is the 

destination or has the route to the destination, a route reply 

(RREP) packet will be sent back to the source node. Routing 

entries for the destination node are created in each intermediate 

node on the way RREP packet propagates back. A hello message 

is a local advertisement for the continued presence of the node. 

Neighbors that are using routes through the broadcasting node 

will continue to mark the routes as valid. If hello messages from a 

particular node stop coming, the neighbor can assume that the 

node has moved away. When that happens, the neighbor will mark 

the link to the node as broken and may trigger a notification to 

some of its neighbors telling that the link is broken. In AODV, 

each router maintains route table entries with the destination IP 

address, destination sequence number, hop count, next hop ID and 

lifetime. Data traffic is then routed according to the information 

provided by these entries [4].  

 

Figure 2: AODV route discovery 

 

2.4 Dynamic Source Routing (DSR) 
Dynamic Source Routing protocol is a reactive protocol i.e. it 

determines the proper route only when a packet needs to be 

forwarded. The node floods the network with a route-request and 

builds the required route from the responses it receives. DSR 

allows the network to be completely self-configuring without the 

need for any existing network infrastructure or administration. 

The DSR protocol is composed of two main mechanisms that 

work together to allow the discovery and maintenance of source 

routes in the ad hoc network. All aspects of protocol operate 

entirely on-demand allowing routing packet overhead of DSR to 

scale up automatically. Route Discovery: When a source node S 

wishes to send a packet to the destination node D, it obtains a 

route to D. This is called Route Discovery. Route Discovery is 

used only when S attempts to send a packet to D and has no 

information on a route to D. Route Maintenance: When there is a 

change in the network topology, the existing routes can no longer 

be used. In such a scenario, the source S can use an alternative 

route to the destination D, if it knows one, or invoke Route 

Discovery. This is called Route Maintenance [6] [7]. 

3. MOBILITY MODELS 

3.1 Random Waypoint Mobility Model 
To evaluate the performance of a protocol for an adhoc network, it 

is necessary to test the protocol under realistic conditions, 

especially including the movement of the mobile nodes. Since not 

many MANETs have been deployed, most of this research is 

simulation based. These simulations have several parameters 

including the mobility models and the communicating traffic 

pattern. MANET protocol performance may vary drastically 

across different mobility models. In the literature, there are a lot 

of models used, mostly in simulations. Among the common one is 

the Random Waypoint Model, which is a simple model that may 

be applicable to some scenarios. However, there are other 

mobility models that may be used to capture the more important 

mobility characteristics of scenarios that MANETs may develop. 

A mobile node begins the simulation by waiting a specified pause 

time. After this time it selects a random destination in the area and 

a random speed distributed uniformly between 0 m/s and Vmax. 

After reaching its destination point, the mobile node waits again 

pause time seconds before choosing a new way point and speed. 

The mobile nodes are initially distributed over the simulation 

area. This distribution is not representative to the final distribution 

caused by node movements. To ensure a random initial 

configuration for each simulation, it is necessary to discard a 

certain simulation time and to start registering simulation results 

after that time. 

The Random Waypoint Mobility Model is very widely used in 

simulation studies of MANET. As described in the performance 

measures in mobile ad hoc networks are affected by the mobility 

model used. One of the most important parameters in mobile ad 

hoc simulations is the nodal speed. The users want to adjust the 

average speed to be stabilized around a certain value and not to 

change over time. They also want to be able to compare the 

performance of the mobile ad hoc routing protocols under 

different nodal speeds. For the Random Waypoint Mobility 

Model a common expectation is that the average is about half of 

the maximum, because the speeds in a Random Waypoint Model 

are chosen uniformly between 0 m/s and Vmax.  

The average speed decreases over time and will approach 0. This 

could lead to wrong simulation results. This phenomenon can be 

intuitively explained as follows. In the Random Waypoint 

Mobility Model a node selects its destination and its speed. The 

node keeps moving until it reaches its destination at that speed. If 

it selects a far destination and a low speed around 0 m/s, it travels 
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for a long time with low speed. If it selects a speed near Vmax the 

time traveling with this high speed will be short. After a certain 

time the node has traveled much more time at low speed than at 

high speed. The average speed will approach 0 m/s. The 

suggestion in to prevent this problem is choosing, e.g. 1 m/s 

instead of 0 m/s as Vmin. With this approach the average speed 

stabilizes after a certain time at a value below 1/2 Vmax. 

 

 

Figure 3: Travelling pattern of an MN using the Random 

Waypoint Mobility Model 

 

3.2 Random Direction Mobility Model  
To reduce density waves in the average number of neighbors by 

the Random Waypoint Model the Random Direction Mobility 

Model was created. Density waves are the clustering of nodes in 

one part of the simulation area. For the Random Waypoint 

Mobility Model the probability of choosing a location near the 

center or a way point which requires traveling through the center 

of the area is high. The Random Direction Mobility Model was 

invented to prevent this behavior and to promote a semi constant 

number of neighbors. The mobile node selects a direction and 

travels to the border of the simulation area. If the boundary is 

reached, the node pauses for a specific time and then chooses a 

new direction and the process goes on. Because of pausing on the 

border of the area, the hop count for this mobility model is much 

higher than for most other mobility. 

3.3 Reference Point Group Mobility Model 
In reference point group mobility model, simulate group behavior, 

where each node belongs to a group where every node follows a 

logical centre (group leader) that determines the group’s motion 

behavior. The nodes in a group are usually randomly distributed 

around the reference point. The different nodes use their own 

mobility model and are then added to the reference point which 

drives them in the direction of the group. At each instant, every 

node has a speed and direction that is derived by randomly 

deviating from that of the group leader. This general description 

of group mobility can be used to create a variety of models for 

different kinds of mobility applications. Group mobility as such 

can be used in military battlefield communications. 

 
Figure 4: Grouping of MN in Reference Point Group Mobility 

Model 

In following figure, four MNs are initially placed in the lower left-

hand corner of the simulation area. A black square is the group 

center; the circles near the group center are MNs in the group.  

One circle in figure is gray in order to distinguish it from the other 

MNs in the group.  RPGM first calculates each MN’s reference 

point using the group motion vector GM that may be randomly 

chosen or predefined. The current reference point of the gray MN, 

t RP, moves towards the right hand corner of the simulation area 

alongside the group center.  This location becomes the (new 

reference point, t RP +1), for the gray MN.  Finally, the new 

position for the gray MN is calculated by summing a random 

motion vector, RM, with the new reference point. The length of 

RM is uniformly distributed within a specified radius centered at 

(t RP+1) and its direction is uniformly distributed between 0 and 

2π. This process is repeated for each MN in the group.   The 

RPGM model was designed to depict scenarios such as an 

avalanche rescue.  During an avalanche rescue, the responding 

team consisting of human and canine members work 

cooperatively.  The human guides tend to set a general path for 

the dogs to follow, since they usually know the approximate 

location of victims.  The dogs each create their own “random” 

paths around the general area chosen by their human counterparts. 

If appropriate group paths are chosen, along with proper initial 

locations for various groups, many different mobility applications 

may be represented with the RPGM model. 

3.4 Manhattan Grid Mobility Model 
The Manhattan mobility model is proposed to model movement in 

an urban area. In the Manhattan model, the mobile node is 

allowed to move along the horizontal or vertical streets on the 

urban map. At an intersection of a horizontal and a vertical street, 

the mobile node can turn left, right or go straight. The probability 

of moving on the same street is 0.5, the probability of turning left 

is 0.25 and the probability of turning right is 0.25. The velocity of 

a mobile node at a time slot is dependent on its velocity at the 

previous time slot. Also, a node’s velocity is restricted by the 

velocity of the node preceding it on the same lane of the street. 

Manhattan mobility model focuses on nodes moving along 

horizontal or vertical streets, which is not enough to model nodes 

moving along non-horizontal and non-vertical streets. Moreover, 

Manhattan model is not suitable to model the movement 

happening in the intersections of highway systems, this is much 

more complex than the intersection of local streets. Thus, 
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Manhattan mobility model is expected to have high spatial 

dependence and high temporal dependence. On top of that, it also 

imposes geographic restrictions on node mobility, though it gives 

flexibility for the nodes to change its direction.  

 

 

Figure 5: Topography showing the movement of nodes for 

Manhattan mobility model 

 

3.5 Gauss Markov Mobility Model 
In Gauss Markov Model, for each mobile node two separate 

values are maintained instead of one speed vector:  The mobile's 

speed and its direction of movement. The default method of 

handling mobile nodes that move out of the simulation is that 

nodes may continue to walk beyond the area boundary, which 

causes the next movement vector update not to be based on the 

prior angle, but on an angle that brings the nodes back onto the 

field. Therefore, the field size is automatically adapted to the node 

movements after scenario generation. New speed and direction of 

movement are simply chosen from a normal distribution with a 

mean of the respective old. Speed values are constrained to a 

certain interval that can be specified if a newly chosen speed value 

is outside of this interval, it is changed to the closest value inside 

of the interval (which is either the minimum or the maximum 

value). 

 

 

Figure 6: Travelling pattern of MN using Gauss-Markov 

Mobility Model 

4. THE TRAFFIC AND SCENARIO 

GENERATOR 
Continuous bit rate (CBR) traffic sources are used. The source-

destination pairs are spread randomly over the network. The 

mobility model uses Random Waypoint mobility model in a 1020 

m x 1020 m field with network load of 4 packet/s whereas 

network size is varied from 100 nodes to 150 nodes. Here, each 

packet starts its journey from a random location to a random 

destination with a randomly chosen speed. Once the destination is 

reached, another random destination is targeted after a pause. The 

pause time, which affects the relative speeds of the mobile hosts, 

is kept constant at 10 s. Simulations are run for 100 simulated 

seconds whereas Maximum speed is 10 m/s. 

5. PERFORMANCE METRICS 
Following important metrics are evaluated- 

 

Packet Delivery ratio (PDR) - Packet delivery ratio is calculated 

by dividing the number of packets received by the destination 

through the number of packets originated by the CBR source. 

 

Loss Packet Ratio (LPR) - Loss Packet Ratio is calculated by 

dividing the number of packets that never reached the destination 

through the number of packets originated by the CBR source. 

 

Routing Overhead – Routing overhead, which measures the ratio 

of total routing packets sent and the total number of packets sent. 

 

6. SIMULATION SETUP 
Simulation has been carried out by Network Simulator 2.33. In 

our simulation, we have used network load at the rate of 4 packets 

/ s. Network size is increased gradually from 100 – 150 nodes 

with constant pause time 10s.  

 

In this simulation we wanted to investigate how the protocol 

behaves with increasing network size. 

 

Table 1. Evaluation with Varying Network Size 

Parameter Value 

Protocols AODV, DSR 

Simulation Time 100 s 

Number of Nodes 100, 110, 120, 130, 140, 150 

Network Load 4 Packets / sec 

Pause Time 10 s 

Environment Size 1020 m x 1020 m 

Traffic Type  Constant Bit Rate 

Maximum Speed 10 m / s 

Mobility Model Random Waypoint 

Network Simulator NS 2.33 

 

7. RESULTS AND DISCUSSIONS 
During the simulation we have increased the network size and 

recorded the performance of both the protocols. We did this 

simulation for 100 secs with maximum 8 cbr connections. 

Readings were taken for different network sizes (100, 110, 120, 

130, 140 and 150 nodes). From the results it is evident that as the 

network size increases the Packet Delivery ratio decreases, Loss 

Packet Ratio Increases and Routing Overhead increases. 

 

7.1 PERFORMANCE EVALUATION 
Throughout the simulation performance of AODV is consistent 

and is always on the way of improvement, even though it is not as 
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good as compared to the performance of DSR. It can be observed 

in figure 7, that Packet delivery ratio performance of ADOV 

improves gradually as the number of nodes increases. Although 

PDR both AODV and DSR is dropped drastically at the same 

point when number of nodes are between 110 to120. 

Improvement in DSR is observed when number of nodes exceeds 

120, while improvement in AODV is observed as the number of 

nodes reached 130. AODV starts to perform much better than 

DSR when the number of nodes exceeds 135 nodes, while DSR 

shows a big drop in the PDR.  

 

It can be observed in figure 8, that Loss Packet Ratio in AODV is 

always greater as compared to DSR, even though it can be 

observed that performance of AODV is drastically improved as 

the number of nodes exceeds 140, while DSR starts to perform 

poorly at the same point.  

 

After observing in figure 9, AODV and DSR are performing 

equally in terms of Routing Overhead factor. Even though DSR 

performs much better as compared to AODV, until a point where 

number of nodes exceeds 140. Around 115 nodes value, 

performance of both AODV and DSR starts to improve. AODV 

continues to improve while DSR shows more routing overhead. 

 

 

 
Figure 7: Number of Nodes Vs Packet Delivery Ratio 

 

 

 
Figure 8: Number of Nodes Vs Loss Packet Ratio 

 
Figure 9: Number of Nodes Vs Routing Overhead 

 

8. CONCLUSION AND FUTURE WORK 
Empirical results illustrate that the performance of a routing 

protocol varies widely across different network sizes and hence 

the study results from one scenario cannot be applied to other 

scenario. Hence we have to consider the network size of an 

application while selecting a routing protocol. Our simulation 

results have given an indication that AODV performs better on 

larger number of nodes with given scenario while, DSR is 

performs better on lesser number of nodes with the same scenario. 

 

The future scope is to find out what factors are responsible for 

these simulation results, as performance of AODV in various 

situations as compared to DSR are not as expected. Further 

simulation needs to be carried out for the performance evaluation 

with not only increased number of nodes but also varying other 

related parameters like Pause Time, Network load, Speed, 

Mobility modes  etc. 
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