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ABSTRACT 

Today search engines constitute the most powerful tools for 

organizing and extracting information   from the Web.  

However, it is not uncommon that even the most renowned 

search engines return result sets including many pages that are 

definitely useless for the user. This is mainly due to the fact 

that the very basic relevance criterions underlying their 

information retrieval strategies rely on the presence of query 

keywords within the returned pages. Web Search 

Personalization is a process of customizing the Web search 

experience of individual users. The goal of such 

personalization may range from simply providing the user 

with a more satisfied results by relevant information. Such a 

system must be able to deduce the information needs of the 

user. It is worth observing that statistical algorithms are 

applied to ―tune‖ the result and, more importantly, approaches 

based on the concept of relevance feedback are used in order 

to maximize the satisfaction of user’s needs. Nevertheless, in 

some cases, this is not sufficient. In this paper search results 

are ranked based on user preferences in content and link. The 

preference of  content and link  is integrated in order to rank 

the results. 
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1. INTRODUCTION 

Polysemy is the existence of multiple meanings for a single 

word. Synonymy is the existence of multiple words with the 

same meaning. They cause confusion in the keyword search. 

This is known as the vocabulary problem. It results in 

mismatches between the query space and the document space. 

Synonymy causes relevant information to be missed if the 

query does not contain the exact keywords occurring in the 

documents, inducing a recall reduction. Polysemy causes 

irrelevant documents to appear in the result lists, affecting 

negatively the system precision. Also, looking at the searching 

behavior of users, we know users are prone to start a session 

with queries that are formed easily rather than spend time in 

forming a better query. Users often learn the right keywords 

for a domain of information while actually browsing the web. 

2. RELATED WORK 
The impulsive growth and popularity of the World Wide Web 

has resulted in a substantial amount of information sources on 

the Internet, creating a scenario where the answers to 

information needs of the users are available online somewhere 

in some format; but in order to find the appropriate 

information users need to scan through endless list of digital 

data. Different typologies of users explore the Web in various 

ways according to their requirements and experiences; some 

users, for instance, may survey an area of knowledge to get a 

general understanding on it, while others to look for specific 

information. In either of the cases, they need to access and 

analyze all the documents available and this process is time 

consuming. For these reasons, they normally tend to 

compromise themselves with the information they have 

received. This clearly indicates the presence of information 

overload [3], [4]. Personalized web content [5], [6] is one of 

the proposed solutions to solve this problem. Moreover 

another feature of information available on the Web makes 

difficult identify opportune, automatic and effective 

methodologies of access and retrieval: the most part of 

information is present in the form of unstructured free text, 

written in natural languages. Examples are blogs, forum, 

corporate memos, research reports, emails, blogs and 

historical documents [7].According to recent studies more 

than 80% of queries submitted by users to search engines are 

estimated informational in nature [8]. This means that most of 

them could be answered properly by providing structured and 

normalized form of information, like to key notes of entities, 

price lists of items for sale, document summaries. The 

purpose of Information extraction (IE) is to structure the 

possible unstructured text; in other words, IE is the process of 

populating a template of structured information starting from 

unstructured or loosely formatted text, which can be given 

directly to user or can be stored in a database for further 

Experiments conducted by Yahoo! show that quite a large 

number of users would prefer personalized search over the 

generic search systems currently available. With the 

exponential growth of the internet, we also have a market for 

personalized web search systems. For example, a keyword 

search for ‖pen‖ is ambiguous. The user might be looking for 

the a writing implement with a point from which ink flows or 

a pen — female swan.  Which of the category would be of 

most interest for a particular user? If a search system could 

answer such questions, information retrieval on the web 

would be so much more comfortable. Many users are willing 

to ignore privacy and security issues when choosing 

personalized search. Such facts show that there is worthwhile 

market for designing a large scale commercial personalized 

search engine. 
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processing [7], [9].Cuwe et al. in [10] suggested improving 

retrieval efficiency by tracking the user and exploring his/her 

logs. The authors reported that their algorithm dramatically 

improved the result’s efficiency. They investigated the user’s 

log files in the search engine and used them in the subsequent 

queries. This method directs the search engine toward 

common information in documents for each user.  

The focal point for each user is distinct and in agreement with 

the log file. Haveliwala et al. in [11] investigated the 

possibility to find a web page relevant to a reference web 

page. Although the objective of the project is quite similar to 

this paper, it was implemented using a totally different 

strategy. The authors used the reference page only to represent 

the knowledge-based system. Whereas in this work, we 

demonstrated how this approach is inadequate in comparison 

with the positive and negative examples method we provided. 

Poincot et al. in [12] introduced a new approach to compare 

documents and calculate their similarity using machine 

learning. The authors showed how documents’ similarities 

could be calculated using neural network (Kohonen maps). 

Chakrabartwe et al., in [13] presented an algorithm in mining 

the web using hub and authority's techniques to discover 

relevant web pages. Ahonen et al. in [14] experimented with 

the co-occurring text phrase and they concluded that a 

promising result was found. Liu et al. in [9] proposed a 

similar method to the one provided in this paper. The authors 

provided a personalized web search for improving retrieval 

effectiveness. They have implemented a machine learning 

algorithm to capture the user interests. Every time the user 

connects to a URL, the system keeps track of that URL and 

categorizes it. This process improved the overall system 

performance as every URL is reflected on the subsequent 

query.  

The authors of [15] presented another approach to address the 

same problem which was handled in this paper. However, 

they introduced the learning algorithm as a mandatory and 

without the user awareness, and provided more evidence as in 

[ 12, 16], and [21], which advocated the advent of machine 

learning in web mining and information retrieval 

3. PROBLEM 
The problem is to personalize Web search for improving 

retrieval effectiveness. Our strategy includes three steps. The 

first step is to map a user query to a set of  links. The second 

step is to utilize both the query and its context to retrieve Web 

pages using ontology. 

 

 

 

 

 

 

Table 1. Document And Term Matrix 

 

Table 2. Document And Category Matrix 

 

In order to accomplish the first step, ODP is used as a 

resource. A tree model approach is used to represent a user’s 

search history and describe how a user’s search history can be 

collected without his/her direct involvement. The user submits 

a query to the search engine. The search engine produces set 

of results composed with the relevant and irrelevant page 

collections.  

Table 3 . Category And Term Matrix 

 

The relevant or irrelevant page identification .is a complex 

task to the user. Anyway, the presence of unwanted pages in 

the result set would force him or her to perform a post 

processing on retrieved information to discard unneeded ones.  
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Even though several automatic techniques have been recently 

proposed, result refinement remains a time-waste and click-

expensive process, which is even more critical when the result 

set has to be processed by automatic software agents. The 

Semantic Web will offer the way for solving this problem at 

the architecture level. In fact, in the Semantic Web, each page 

possesses semantic metadata that record additional details 

concerning the Web page itself. Annotations are based on 

classes of concepts and relations among them. The 

―vocabulary‖ for the annotation is usually expressed by means 

of an ontology that provides a common understanding of 

terms within a given domain. 

 

Relations among concepts embedded into semantic 

annotations can be effectively exploited to define a ranking 

strategy for Semantic Web search engines. This sort of 

ranking behaves at an inner level that is, it exploits more 

precise information that can be made available within a Web 

page and can be used in conjunction with other established 

ranking strategies to further improve the accuracy of query 

results. With respect to other ranking strategies for the 

Semantic Web, our approach only relies on the knowledge of 

the user query, the Web pages to be ranked, and the 

underlying ontology. Thus, it allows us to effectively manage 

the search space and to reduce the complexity associated with 

the ranking task. 

 

4. PROPOSED ALGORITHM 
Search result ranking operations are done under the search 

engine environment. Page links and contents are used 

individually for the ranking process. The semantic relations 

are used to analyze the contents of the web pages. The 

ontology is used to analyze the content relationship. Concept 

relationships are maintained in the ontology. The proposed 

system improves the ranking mechanism using the semantic 

relations and hyperlink relations. The semantic relations 

indicate the content relevancy.  

The hyperlink network is used to represent content referenced 

by the other pages. The hyperlink also shows the related 

sources.  In links and out links details are used to reflect the 

page relationship. The Hyperlink Induced Topic Search 

(HITS) algorithm is used for the page ranking process. The 

authority and hub values are estimated under the link based 

ranking process. The link based ranking scheme does not 

considers the content relationship. The content based ranking 

scheme does not consider the page content values. The 

content and link relationship is used in the proposed system 

for the ranking process. The search query values are prepared 

using the semantic information.  Domain selection is used to 

support the search query optimization. The result page 

analysis operations are performed under the client 

environment. The cleaning process is used to remove noisy 

data under the web pages. The tag elements and script sources 

are considered as noise data. The results are ranked and 

irrelevant pages are removed from the result.  

Table 4 .Category And Link Table 

 

Category/Link Oracle corporation 

Oracle 

Corporation 

www.oracle.com 

www.linkedin.com/companies/oracle 

www.crunchbase.com 

www.hidglobal.com/documents/casestudy

_oracle.pdf 

www.silobreaker.com/oracle-

corporation-11_3660330 

www.orafaq.com 

www.oriolecorp.com/ 

www.evri.com/organization/oracle-

corporation-0x49aae 

www.gocertify.com/vendors/OracleCorp

oration 

www.corporateinformation.com 

www.mysql.com 

www.indeed.co.in/Oracle-Corporation-

jobs 

www.sun.com/third-party/global/oracle 

www.bnamericas.com/.../en/Oracle_Cor

poration-Oracle 

 

Table 5.Catergory And User Matrix 
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Links relevant to the oracle corporation and oracle university 

is prioritized based on term weight. Every user is mapped 

with category and  based on their search history weight is 

assigned. Based on the user’s preference the relevant links 

will be prioritized and the irrelevant links will be omitted. In 

the above table user 1 is more interested on Relational DBMS, 

Oracle certification and Oracle careers so other links will be 

hidden for the users. Rocchio is originally a relevance 

feedback method [30].We use a simple version of Rocchio 

adopted in text categorization: 

 

M(i,j)  =Max(                   (1) 

where M is the matrix representing the user profile, Ni is the 

number of documents that are related to the ith category, m is 

http://www.oracle.com/
http://www.linkedin.com/companies/oracle
http://www.crunchbase.com/
http://www.hidglobal.com/documents/casestudy_oracle.pdf
http://www.hidglobal.com/documents/casestudy_oracle.pdf
http://www.silobreaker.com/oracle-corporation-11_3660330
http://www.silobreaker.com/oracle-corporation-11_3660330
http://www.orafaq.com/
http://www.oriolecorp.com/
http://www.evri.com/organization/oracle-corporation-0x49aae
http://www.evri.com/organization/oracle-corporation-0x49aae
http://www.gocertify.com/vendors/OracleCorporation
http://www.gocertify.com/vendors/OracleCorporation
http://www.corporateinformation.com/
http://www.mysql.com/
http://www.indeed.co.in/Oracle-Corporation-jobs
http://www.indeed.co.in/Oracle-Corporation-jobs
http://www.sun.com/third-party/global/oracle
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the number of documents in DT, DT(k,j) is the weight of the 

jth term in the kth document, DC(k,j) is a binary value 

denoting whether the kth document is related to the ith 

category. Clearly, M(I,j) is the max weight of the jth term in 

all documents that are related to the ith category and 

documents that are not related to the category are not 

contributing to M(i,j).  We call it as MRocchio method .Based 

on the category term weight ,Category link will be prioritized. 

To include personalization for every user ,category term 

weight will be calculated.
 
 

MU(i,j)  =
       (2)

 

Interested  terms links will be mapped with the user and will 

be displayed.    

 

5. RESULT AND DISCUSSION 
 

5.1 Measure of Web Page Retrieval 
The measure of effectiveness is essentially the ―Precision at 

11 standard recall levels‖ as used in TREC evaluation [22]. It 

is briefly described as follows: 

 For each query, for each list of retrieved documents 

up to the top 20 documents, all relevant 

documents are identified. (In practice, a number 

higher than 20 may be desirable. However, we 

have a limited amount of human resources to 

perform manual judgment of relevant documents. 

Furthermore, most users in the Web environment 

examine no more than 20 documents per query.) 

 The union of all relevant documents in all these lists 

is assumed to be the set of relevant documents of 

the query. 

 For each value of recall (the percentage of relevant 

documents retrieved) among all the recall 

points{0:0; 0:1; . . . :; 1:0}, the precision (the 

number of relevant document retrieved divided 

by the number of retrieved documents) is 

computed. 

 Finally, the precision, averaged over all recall 

points, is computed. For each data set and for 

each mode of retrieval, we obtain a single 

precision value by averaging the precision values 

for all queries. The measure of efficiency is the 

average wall clock time for processing a user 

query 

 Next, we examine the efficiency of our technique. 

Table 6shows that the average times for 

processing a query in seconds. Each of the times 

reported in the table consists of: 

a) the time to map the user query to a set of 

categories, 

b) the time for the search engine, Google 

Directory, to retrieve the documents, 

c) the time for our system to extract lists of 

documents from the search engine result pages, 

and 

d) the time to map user interested links from 

retrieved results  

 Thus, the portion of our algorithm which consists of 

step a and d is efficient. 

6. CONCLUSION 
We described a strategy for personalization of Web search: 

1. A user’s search history can be collected without direct user 

involvement. 

2. The categories that are likely to be of interest to the user are 

deduced based on his/her query  

3. These categories are used as a context of the query to 

improve retrieval effectiveness of Web search. 

4. For Each category relevant links are identified and mapped 

with it 

5. User interested categories are tracked and the 

corresponding links will be mapped. 

6. Thus the integrated technique for personalized web search 

is adopted to improve the precision. 
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Fig.1: Comparison between precision before and after 

integrated approach 

The ranking scheme is improved with the content and 

hyperlink in the web pages. The user can easily identify the 

relevant pages. The ranking scheme produces better results 

than other ranking. 
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