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ABSTRACT 
The rapid expansion of digital data content has led to the 

need for rich descriptions and efficient Retrieval Tool. To 

develop this, content based image Retrieval method has 

played an important role in the field of image retrieval. This 

paper aims to provide an efficient medical image data 

Retrieval from a huge content of medical database using one 

of the images content such as image shape, because, 

efficient content-based image Retrieval in the medical 

domain is still a challenging problem. The main objective of 

this paper is to provide an efficient tool which is used for 

efficient medical image retrieval from a huge content of 

medical image database and which is used for further 

medical diagnosis purposes. 

Keywords: Content Based Image Retrieval (CBIR), Support 

Vector Machine (SVM), Euclidean distance method(ED), 

Canny Edge detection Algorithm (CED).  

 

1. INTRODUCTION 

Content based image retrieval (CBIR) is a technique in 

which images are indexed by extracting their low level 

features and image retrieval is only based upon these 

indexed image features. [1, 2].In an effective image retrieval 

system, the user poses a query and the system should find 

images that are somehow relevant to the query.Thus,a way 

of representing the query, a way of representing images, and 

a way of comparing a query and an image are needed. This 

kind of approach is known as querying by content. CBIR 

has accepted different kinds of user queries for its 

implementation such as query by example, query by color, 

and query by relevance. When a query image is given, the 

image is processed to extract features in order to represent 

the image contents as numeric values. These values are 

called feature vectors which are used in the retrieval 

process.   

CBIR plays a pivotal role in medical image retrieval field 

such as CT scan images, MRI scan images, X-rays etc.Many 

systems already have been developed in this domain but 

each one has some difficulties in any way to provide 

efficient retrieval. So efficient content based image retrieval 

in medical domain is still a challenging problem. In this 

paper, we propose a method for medical image retrieval 

using canny edge detection algorithm. The following 

[Figure1] depicts a Classical architecture of CBIR system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1:  Architecture of CBIR system 

2. RELATED WORK 

Medical images play a pivotal role in surgical planning, medical 

training, and patient diagnoses. In large hospitals thousands of 

images to be managed every year [3]. For images classifying, 

indexing and retrieval in manual method is very expensive one 

and time consuming because those medical images are vary 

person to person.    In this section, we have reviewed some of 

existing works related to medical image searching techniques in 

content-based image retrieval.  

The Image Retrieval for Medical applications (IRMA) 

project1 undertaken at the Aachen University of technology [4, 

5] aims to provide visually rich image management through 

CBIR techniques applied to medical images using intensity 

distribution and texture measures taken globally over the entire 

image. This approach permits queries on a heterogeneous image 

collection and helps identify images that are similar with respect 

to global features. The IRMA system lacks the ability for finding 

particular pathology that may be localized in particular regions 

within the image.  

The Spine Pathology and Image Retrieval System (SPIRS) [6, 

7, 8] at the U.S. National Library of Medicine provides localized 

vertebral shape-based CBIR methods for pathologically sensitive 

retrieval of digitized spine x-rays and associated person metadata 

that come from the second U.S. National Health and Nutrition 

Examination Survey. In the SPIRS system, the images in the 

collection must be homogeneous.  
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The Image Map [9] is one of the existing medical image 

retrieval the considers how to handle multiple organs of 

interest. However, it works based on spatial similarity. 

Consequently, a problem caused by user is likely to occur 

and therefore, the retrieved image will represent an 

unexpected organ.  

The Automatic Search and Selection Engine with 

Retrieval Tools (ASSERT) [10] A physician-in-the-Loop 

content-based retrieval system for HRCT image databases 

which is implemented to show  a human-in-the-loop 

approach in which the human delineates the pathology 

bearing regions(PBR) and a set of anatomical landmarks in 

the image when the image is entered into the database. 

The MIMS [11] takes the complexity first when describing 

semantic content of images and second the graphical aspect 

of certain objects. This existence creates some critical 

problems of subjectivity, although such an approach is made 

as general as possible not to specific one. 

The WebMIRS [12] with this system, the user manipulates 

GUI tools to create a query. In response the system returns 

the values for given user query and displays the associated x-

ray images.  

All of these methods have their own advantages and 

disadvantages in their retrieval performance. In Image 

retrieval process, set of image features have been used for 

image retrieval. The following section describes different 

features set used by different authors in their medical image 

retrieval applications. 

Image features: Image features are plays an important role 

in image retrieval processing. In order to perform image 

retrieval process, the extraction of suitable features from the 

images are very important and by which, both the query 

image and database images are compared to retrieval of very 

similar images to query image from the database. There are 

three level of feature extraction global, local and pixel. The 

simplest visual image features are directly based on the pixel 

values of the image. Images are scaled to a common size and 

compared using Euclidean distance and image distortion 

model [13].Local features are extracted from small sub-

images from the original image. The global feature can be 

extracted to describe the whole image in an average fashion. 

The low-level features extracted from images and their local 

patches are color, texture, and shape [14].  

Color features 

The color feature is one of the most widely used visual 

features in image retrieval. Because the human vision system 

is more sensitive to color information than grey values of 

images [15].Generally color features are extracted using the 

color histogram technique [16].The color histogram 

describes the different colors distribution in an image in a 

simple and computationally efficient manner. Other color 

feature extraction techniques are region histogram, color 

coherence vector, color moments, correlation histogram etc.  

Texture features 

The texture feature is usually extracted by using filters 

method. The Gabor filter [17] is frequently used filter 

method in texture extraction. A variety of Gabor filters in 

different degree and their relative positions captures value at 

that specific frequency and direction.  Texture can be 

extracted from this group of value distributions [3]. Other 

texture feature extraction methods are co-occurrence matrix, 

wavelet decomposition, Fourier filters, etc. 

Shape features 

Shape is an important and most powerful feature used for image 

classification, indexing and retrievals. Shape information 

extracted using histogram of edge detection. The edge 

information in the image is obtained by using the canny edge 

detection [18].Other techniques for shape feature extraction are 

elementary descriptor, Fourier descriptor, template matching, 

Quantized descriptors etc.   

 

3. PROPOSED METHOD 

In this system, the input query image is given at runtime to get 

the features of the image. The processing of database images 

consist of three main stages namely image feature extraction, 

classification, and indexing that have been used in order to 

retrieve the similar images from the database. For retrieval 

process, Euclidean distance finding method has been used. The 

following processing steps have been applied in order to perform 

the retrieval of similar images from the database. 

1. Medical images are given as input to the system. 

2. For given input images, Shape features are extracted 

using canny edge detection method. 

3. Based on the extracted shape features, image 

classification process has been performed using 

Support Vector Machine (SVM) tool. 

4. Based on the SVM classification result, Indexing 

process has been  

performed using low-dimensional shape based 

indexing technique [19] 

5.  Finally, Searching and Retrieval process has been 

performed using one of the similarity measures such as 

Euclidean distance finding method. 

3.1. Feature Extraction 

The precision of image classification, image indexing and image 

retrieval mainly based on image feature extraction. More 

distinguished image features will yields better results in 

classification, indexing and retrieval process. In this work, we 

have extracted shape feature using canny edge detection 

algorithm [20]. Shape representations can be either edge or 

region based. Shape provides numerical information of an image, 

which do not change even when the position, size and direction 

of the objects are changed. By using canny edge operator, edge 

histograms of images are generated, which are given as input to 

the image classification tool (SVM) in order to classify the 

images. The following shows the canny edge detection algorithm 

steps. The algorithm runs in 5 separate steps. 

1. Smoothing: Blurring of the image to remove noise. 

2. Finding gradients: The edges should be marked where the 

gradients of the image have large magnitudes. 

3. Non-maximum suppression: Only local maxima should be 

marked as edges.                                                        

4. Double thresholding: Potential edges are determined by 

thresholding. 

5. Edge tracking by hysteresis: Final edges are determined by 

suppressing all edges that are not connected to a very certain   

(strong) edge.     
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The following [Figure 2(a) and 2(b)] depicts the results of 

before and after feature extraction of the work for two 

different kind of images.  

 

 

 

Figure2 (a): Before and After Feature extraction. 

 

 

Figure2 (b):  Before and After Feature extraction 

3.2. Image Classification 

Image classification is one of the important steps in image 

retrieval process because it saves more time while searching 

the images from huge volume of database. There are so 

many classifying techniques have been used to classifying 

the images such as neural networks, k-nearest neighbor 

pattern classifier, support vector machines (SVM) 

etc.Among which SVM have been shown to provide better 

generalization performance for many classification 

applications[21] than other techniques. In this work, we 

have used support vector machine (SVM) for classifying the 

database images in order to simplifying the searching 

process time in our database.  

The following [Figure3] shows a typical support vector 

machines (SVM) classification. 

 

Figure3: Support Vector Machines Classification 

In this step, a set of training samples given as input to the SVM 

in order to construct the binary classification of the images and 

each sample belongs to a class labeled. SVM use hyper planes in 

order to separate the two parts of the image classes such as 

positive, negative. This hyper plane causes the major separation 

among the decision function values for the two classes.  

The following functions have to be performed in order to 

separate the classes of decision values. Let training samples are 

x1…..xn, where, each sample belongs to a class labeled such as 

yi Є (+1,-1), then, the hyper plane decision function can be 

written as [22, 23] 

n

i i i, 

i=1

f(x)=sign{ α  y<X X> + b               (1) 

Where the coefficients αi and b are computed by quadratic 

programming problem. 

1 1
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1
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1
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i

C  

Where C is regularization parameter.  

The following [Figure4] shows mapping in support vector 

machine (SVM). 

 

 

Figure4: Mapping in support vector machines (SVM). 

 

3.3. Image Indexing 

Content-based image retrieval (CBIR) aims at searching image 

databases for specific images that are similar to a given query 

image based on matching of features derived from the image 

content. In this work, we have focused on a low-dimensional 

shape based indexing technique for achieving efficient and 

effective retrieval performance. In this work, the shape features 

are extracted using the canny edge detection algorithm and then 

the features are grouped into two parts (positive, negative) using 

support vector machines (SVM).Then these feature groups are 

indexed using a spatial indexing method and then which are 

used for retrieval process. 
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3.4. Image Searching and Retrieval 

There are various image retrieval methods that have been 

applied in various applications. One among which is 

Euclidean distance method for image similarity 

measurement [24]. In this work, we have used Euclidean 

distance method to retrieval of similar images from the 

database. When query image is given, the shape feature of 

that image is identified and which is compared with support 

vector machine classes such as positive and negative one by 

one by using Euclidean distance method [24]. Class 

(positive and negative) selection depends upon the query 

image’s feature vector values. By comparing query image 

with support vector class images, the distance between 

images will be finding and shortest distance will be 

considered as best matching image in that matching process. 

Similarly, one after one best matching images will be 

finding by measuring the one after one shortest distance in 

order to retrieve the similar images from the database. The 

distance d between two image feature vectors is calculated 

by using the following equation. 

 

2

0

(( ) ( ))
N

q d

i

d f i f i                  (3) 

 

Where, 

fq (i) is the ith feature vector of the query  

image 

fd(i) is the ith feature vector of the database  

image. 

 

The following [Figure 5(a) and 5(b)] depicts retrieval results 

of the work for two different kinds of images. 

 

 

Figure5 (a): Retrieval result for chest image 

 

 

Figure5 (b): Retrieval result for brain image 

 

4. EXPERIMENTAL AND RESULT 

ANALYSIS 
We have collected 5000 real time images with 10 tests initially 

for testing the retrieval performance of the system. To measure 

this, precision and recall parameters were used and it was 

measured by using the following relationships   

    

P=r/n1   (4) 

Where, 

r-number of relevant images 

n1-number of retrieved images 

  

 R=r/n2     (5) 

Where, 

r-number of relevant images 

n1-total number of relevant images in DB. 

 

The following [Table1] and [Figure6] provides the precision and 

recall results recorded for various test images using CED shape 

detector and graph representation of the recorded results. 

Table1.Precision and Recall results recorded for various test 

images using CED shape detector 

 

Tests Recall (%) Precision (%) 

1 15 60 

2 25 58 

3 35 55 

4 45 52 
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5 55 48 

6 65 43 

7 75 35 

8 85 20 

9 95 12 

10 100 10 
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Figure 6. Precision and Recall graph using CED shape 

detector 

 

Canny edge detection (CED) algorithm is one of the best 

algorithms since it provides more accurate edge detection 

values for applying searching algorithm in this work. By 

applying this algorithm, more accurate results were recorded 

as in the above given [Table1] test sets. Also this method 

will give more accurate results when scalability of the 

database is increased, because it provides more accurate 

edge detection values, since smoothening of the images in 

the process. In table1 given data shows the precision and 

recall values of the 10 data sets. When scalability of the 

database increased, the recall values of the database also 

increased [equation 5]. When recall values increased, the 

precision values are decreased [equation 4].Due to the 

growth of database scalability in each test; recall values of 

the test sets are increased and precision values of the each 

test sets are decreased according to the growth of recall 

values. In this work, out of 100 recall values, about 10% of 

the precision values were produced. (ie 10:100 ratio).For 

5000 images with 10 tests, about 500 relevant images were 

retrieved. 

 

5. DISCUSSION AND CONCLUSION 

In this work, we have used canny edge detection algorithm 

for extracting the shape features for the medical images. 

After extracting the shape feature, which are given as input 

to Support Vector Machine (SVM) for classifying the 

images and then classified images are indexed and labeled 

for making easy for applying retrieval algorithm in order to 

retrieve the relevant images from the database. This work 

retrieves the images from the huge medical database as required 

by the doctors for their further evaluation about their patients’ 

diseases. So that doctors can give proper treatment to their 

patients in proper time. 

Due to the rapid expansion of medical image database, 

unfortunately, the scalability of the medical image database is 

also increased in day to day medical treatment activities. When 

the scalability of the medical image database is increased, then 

the performance of the retrieval process is decreased. Hence the 

performance of the retrieval process is needed to be increased 

more along with the large scalability of the database. To 

overcome this issue, the canny edge detection algorithm, 

Support Vector Machine (SVM), and spatial indexing method 

were used. This will give retrieval accuracy, speed, and clarity 

of the medical images to predict exact disease situation of the 

patients. So that doctors can get exact idea about disease in order 

to give the treatments for their patients.  

Our future work is to provide symptoms description, remedies 

for the diseases along with medical images. 
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