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ABSTRACT 

Evaluating the quality of processed retinal images is an 

important issue in applications such as telemedicine. The 

traditional image quality measures are having limitation in 

emphasizing the loss of clinically significant information. We 

previously proposed a wavelet weighted blood vessel 

distortion measure (WBVDM) for retinal images. The 

WBVDM gives more importance to the distortion in clinical 

features (blood vessels) and less importance to the clinically 

nonsignificant distortion. This paper presents a statistical 

evaluation of the performance of a number of image quality 

measures in quantifying the distortion in retinal images. The 

measures are then investigated in terms of their correlation 

with subjective evaluation using the Pearson linear correlation 

coefficient (PLCC) and Spearman rank order correlation 

coefficient (SROCC). Their statistical behavior is also 

evaluated in terms of how discriminating they are to distortion 

artifacts when tested on a variety of images using the analysis 

of variance (ANOVA) method. The experimental results 

indicate that WBVDM performs better by showing higher 

values of PLCC, SROCC and ANOVA analysis. 
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1. INTRODUCTION 
The advanced digital imaging and computing technology is 

used with full potential in modern ophthalmology as it is 

dependent on digital retinal images [1]. The diagnostic 

features of retinal image are the blood vessels, optic disc and 

macula. The digital retinal images are essential tools in 

identifying and diagnosing eye disorders such as diabetes, 

glaucoma or age-related macular degeneration. Processing of 

retinal images for storage, compression, transmission and 

reproduction leads to distortions in the retinal features. This 

may result in the degradation of image quality. The clinical 

usefulness of a medical image is highly dependent on its 

quality. Hence it is important to quantify the degradation 

occurring in the processed retinal images and to devise 

suitable measurement methods. Image quality evaluation can 

be done either subjectively or objectively. Subjective 

evaluation is the most accurate and reliable way of assessing 

the quality of an image. However, this method is slow, 

inconvenient and expensive for practical usage. Thus, 

objective image quality metrics that can automatically predict 

the perceived image quality are preferred [2],[3]. The 

objective quality measures are simple to compute and useful 

in many ways. The commonly used mean square error (MSE), 

root mean squared error (RMSE), normalized mean squared 

error (NMSE) and the peak signal-to-noise ratio (PSNR) are 

computed by averaging the squared intensity differences of 

distorted and reference image pixels. They perform a global 

measurement of the quality of the processed image and do not 

provide information about the local distortion. A lower value 

of the objective measure does not ensure the clinically 

agreeable quality. Hence they are not well matched with the 

medical expert evaluation results.  

For medical images, a quality/distortion measure has to be 

defined from the diagnostic perspective which takes proper 

account of the medical nature of the images [4]. Certain 

regions of a medical image are rich in clinical information and 

some regions are clinically nonsignificant. In retinal images 

the features like blood vessels, optic disc and macula 

constitutes the diagnostically important information. The 

retinal background is generally characterized as containing no 

useful information. Hence the quality measure for retinal 

image is expected to emphasize any distortion in the 

diagnostic features and ignore the effects in nondiagnostic 

regions. 

This paper is organized as follows. Section 2 presents an 

overview of the techniques to measure retinal image quality 

from a general perspective and discusses some of the wavelet 

based image quality measures. Section 3 gives the details of 

the subjective experiment and the different objective measures 

used to evaluate the quality of retinal images. The 

performance evaluation results of the study are discussed in 

Section 4. The conclusion of the analysis is made in Section 5.  

2. IMAGE QUALITY ASSESSMENT 
This section presents an overview of the quality assessment 

metrics for fundus retinal image. The limitations of the 

conventional quality assessment metrics and need for a more 

meaningful distortion measure for the retina image is also 

discussed. 

2.1 Retinal image quality assessment 
The quality assessment (QA) of retinal images has more 

constraints than the traditional image quality evaluation 

methods presented in the previous section. The QA has to be 

performed to simulate the opinion of expert ophthalmologists. 

The research on retinal image QA started with histogram 

based methods [5]. The approach starts with an intensity 

histogram template generated from excellent quality retinal 

images. The target image quality is assessed by convoluting 

its histogram with the template histogram. A quality index Q, 

normalized between 0 and 1 is obtained and used to define the 

quality of the given image. But the subsequent literature [6] 
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found that some good quality images having histograms 

different from the template histogram whereas the histogram 

of some poor quality images resembled the template 

histogram. Hence the authors tried to modify the QA by using 

two different sets of features: the distribution of the edge 

magnitudes in the image (global edge histogram) and the local 

distribution of the pixel intensity (local histogram), as 

compared to the global histogram of [5]. The QA in [7] 

considers features unique to retinal images. The authors found 

a correlation between image blurring and visibility of the 

vessels. The blood vessel segmentation procedure is applied 

to the retinal image and the area of the detected vessels is 

computed. The image quality is estimated using the total 

vessel area. But the limitation of the method is: even if some 

vessels are not detected and the main thick vessels with 

significant area may mislead the retinal image QA algorithm. 

In the subsequent publication [8], image quality was defined 

by two aspects: image clarity and field definition. The 

visibility of the macular vessels was used as an indicator of 

image clarity, since these vessels are known to be narrow and 

become less visible with any image degradation. An image 

with adequate field definition was defined as one that shows 

the full 45° field of view, the optic disc, and at least two optic 

disc diameters of visible retina around the fovea. This type of 

QA methods have been used to assess the quality of retinal 

images for use in diabetic retinopathy screening. The most 

recent method for QA [9] employ two sets of feature to 

represent image quality: colour and second order image 

structure invariants (ISI). The authors employed filter banks 

to generate features invariant to rotation, position or scale. 

The authors call the whole QA process as image structure 

clustering (ISC). 

2.2 Image compression considerations 
In applications like telemedicine, large image databases and 

bandwidth limitations make lossy image compression 

techniques a necessity. Hence the evaluation of medical image 

degradation due to compression is an important stage in 

telemedicine. A list of literature is available for retinal image 

compression for various applications [10]-[15]. In [10], the 

authors have analyzed the effects of various degrees of JPEG 

compression on the automatic and manual diagnosis of 

diabetic retinopathy based on the number of detected 

microaneurysms. They found that the distortion introduced by 

the JPEG compression affect the diagnosis only at relatively 

high compression ratios. The RMSE, a pixel based measure 

and a variant of MSE is used in [12] to quantify the distortion 

in retinal image. But the pixel based measures estimate 

average global error and do not show the localized errors. 

They fail to reflect the degradation in diagnostic information. 

Hence it is required to develop and evaluate a diagnostically 

meaningful objective measure for digital retinal images. 

2.3 Discrete wavelet transform (DWT) 

based image quality measure 
The discrete wavelet transform (DWT) provides an efficient 

spatial and frequency localization of an image. Wavelet based 

image quality assessment schemes have been proposed based 

on the idea to exploit the characteristics of the human visual 

system (HVS) [16]-[18]. These works are aimed at evaluating 

the visual quality of a multimedia image. The DWT is used in 

various biomedical image processing applications such as 

noise removal, enhancement and detection of diagnostic 

features [19]. The multiresolution analysis (MRA) or 

multiscale property of DWT helps to extract local image 

features effectively. The MRA technique offers, features that 

are difficult to detect at one scale but may be easily detected 

at another scale [20]. The recent compression techniques for 

medical images such as JPEG2000 and DICOM (Digital 

Imaging and Communication in Medicine) [21], [22] use the 

discrete wavelet transform (DWT). Hence a wavelet based 

quality measure will be useful for these compression 

techniques. 

The retinal images contain fine anatomical features such as 

blood vessel structure and coarse features or regions with 

slowly varying pixel values such as the optic disc and 

homogeneous retinal background. The anatomical structure of 

the retina is dominated by the blood vessel structure and they 

have a high diagnostic impact. In a retinal image, different 

blood vessels have different resolutions; main thick vessel 

branches into thin vessels and spreads all over the retina. The 

most important criteria for determining the retinal image 

quality is whether the blood vessels can be easily 

distinguished from the background in the processed 

(reconstructed) images. A good quality retinal image is the 

one in which main vessels (emerging from the optic disc) and 

the fine blood vessels (near the macula) can be observed [8]. 

Since the blood vessels in a retinal image are having different 

resolution (varying thickness), multiresolution property of 

wavelets can be used to analyze the retinal vessel features. 

The directional property is another important characteristic of 

the vessel structure. Since two dimensional DWT (2D DWT) 

can decompose the image in several directions, the vessel 

details in different orientations can also be studied. However 

in the course of processing, changes may arbitrarily distort the 

blood vessels such as, smoothing of blood vessels in case of 

lossy image compression [23]. Any changes in the retinal 

blood vessels need to be quantified for diagnostic analysis of 

retinopathy diseases. Hence a distortion measure which 

captures the changes in the blood vessel structure effectively 

and gives less importance to the distortion in clinically 

nonsignificant background regions, is more meaningful. In 

this direction, we have developed a wavelet based distortion 

measure for blood vessels in our previous work [24] and it is 

briefly described in the following paragraph. 

The N-level DWT of an image consists of one low frequency 

(approximation) subband and (3x N) high frequency (detail) 

subbands. The wavelet analysis of retinal image shows that 

the retinal image information is spread over the different 

wavelet subbands. Hence it is expected that certain subbands 

may contain relatively more information about the retinal 

blood vessel features than the other subbands. The diagnostic 

importance of each subband is examined by zeroing the 

coefficients of the subband and keeping all other subband 

coefficients unchanged. The effect is analyzed by 
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reconstructing the image with the altered subband 

coefficients. The original and the reconstructed images are 

examined to assess the image quality from the point of view 

of the blood vessels. The qualitative analysis shows the degree 

of influence of each subband on these features and diagnostic 

accuracy. For example: the large vessels which form major 

structures, considered as relatively lower frequency 

components are influenced more by the lower resolution 

wavelet subband coefficients. Whereas the fine structures 

such as thin vessels, considered as relatively higher frequency 

components and can be extracted from higher resolution 

images. Since blood vessels are the major components in 

retinal image, the retinal image quality can be considered to 

be dependent on blood vessels. To emphasize the 

diagnostically significant error from the nonsignificant error, 

different subband errors are weighted differently. The weight 

for a subband is computed using significant wavelet 

coefficients which lie within the  circular region of interest 

(CROI) from that subband. The wavelet coefficients that lie 

outside the CROI are made zero to reduce their effect on the 

distortion measure. The detailed discussion of the weight 

computation and the distortion measure is given in [24]. 

In this paper, we present the results of subjective quality 

assessment study and evaluate the performance of ten image 

quality assessment algorithms. The subjective study contained 

images distorted using four different distortion types and 

subjective image quality evaluations. This study was distinct 

in terms of image data sets, contains different types of 

distortion, distortion strength and subjects participated in the 

evaluation of distorted images. 

3. EXPERIMENTAL DETAILS 
This section presents the details of the experiments for 

subjective study such as reference images used as the original 

images, distortion sources, the human subjects involved and 

different image quality assessment algorithms used in the 

objective evaluation. 

3.1 Image database 
The image database is derived from two sources: twenty 

images are considered from the publicly available DRIVE 

database [25] and ten images are considered from the clinical 

data obtained from a local eye care hospital 1. They are called 

as set-1 and set-2 images. These images are resized to (512 x 

512) and all distorted images are derived from the resized 

images. 

1Shri Sankaradeva Netralaya (SSN), Guwahati, Assam, India. 

 

3.2 Types of image distortion 
The reference images are distorted using four different types 

of distortion. In the study of the quality measures, two 

compression algorithms: the DCT based JPEG [26] and 

wavelet based set partitioning in hierarchical trees (SPIHT) 

[27] are used. The other types of distortions are the Gaussian 

blurring filters (Gblur) and the addition of Gaussian white 

noise (GWN) at various values of standard deviation. The 

level of distortion is adjusted manually so that the distorted 

images obtained spans the entire range of quality. 

 

The Figure 1 shows the variation of the subjective quality 

(set-1 images only) with the distortion strength for the 

Gaussian blurring distortion. 
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Figure 1: Subjective MOS versus σ for Gaussian blur 

3.3 Subjective testing 
The subjective quality ratings are obtained using a double 

stimulus continuous procedure for different distorted images. 

It is a method to measure the quality of a system relative to a 

reference. The continuous scale provides the subject to 

indicate fine degradations in image quality. This is more 

convenient for the assessor compared to the five-level 

absolute category rating. The continuous scales are divided 

into five equal lengths, which correspond to the normal five-

point quality scale of [28]. The subjective test is conducted by 

displaying a pair of images on the screen. The first image is 

always the original (reference) image without any artifacts 

and considered to be of excellent quality. The second image is 

the reconstructed version of the original which possess some 

difference with respect to original. The assessor is asked to 

give the score for the second image taking the first image as 

reference. The absence of defects in the reference part of the 

presentation pair helps to obtain optimal results. The viewers 

are allowed to assess without any constraint on viewing 

distance, time and lighting conditions. The subjective mean 

opinion score (MOS) values are obtained from retinal 

specialists and research scholars working in different areas of 

signal and image processing. 

3.3 Objective image quality measures 
The objective image quality evaluation is of major concern in 

the field of medical image processing systems, such as those 

for acquisition, compression, restoration and enhancement. 

Over the years, a number of researchers have developed 

general purpose objective image quality assessment 

algorithms [2], [3]. The various objective image quality 

measures investigated in this paper are listed in Table 1. 

The table gives the image quality assessment algorithms 

belonging to different classes. The traditional pixel difference 

based global quality measures includes MSE and PSNR. They 

are easy to compute but are not correlated with the visual 

image quality [29]. The performance of the objective 

measures can be improved by incorporating the properties of 

human visual system (HVS). A new image distortion 

measurement called Structural Similarity (SSIM) based on the 

degradation of structural information was proposed in [30]. 

The SSIM metric is based on the assumption that the HVS is 

highly adapted to extract structural information from natural 

images. The SSIM is computed locally and then averaged to 

obtain a single mean SSIM (MSSIM) value. It is proved that 
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the SSIM can better quantify the perceived image distortion 

than the traditional MSE or PSNR. Multiscale SSIM (MS-

SSIM) method is an extension of the SSIM and offers more 

flexibility in incorporating the variations of viewing 

conditions. MS-SSIM is a convenient way to incorporate 

image details at different resolutions [31]. The SSIM and MS-

SSIM takes a value of 1 for perfect similarity and 0 for no 

similarity. Recently, a method based on wavelets tries to 

improve the HVS model by incorporating the low-level and 

mid-level properties of human vision [32]. The computation 

of VSNR involves two stages. In the first stage, a threshold 

for the distortion of the degraded images is set using the 

wavelet based visual masking models. The distorted image is 

assumed to be perfect (VSNR=∞) if distortions are below the 

threshold. In the second stage where the distortions are above 

the threshold, the low level visual property of perceived 

contrast and the mid level visual property of global 

precedence are used. These properties are used to determine 

Euclidean distances in distortion-contrast space of multiscale 

wavelet decomposition. Then VSNR is calculated as a linear 

combination of these distances. A higher VSNR indicates that 

the tested image is less degraded. Information theoretic 

approaches [33], [34] try to find alternative methods to imitate 

the HVS. The information fidelity criterion (IFC) [33] 

considers the mutual information between the wavelet 

subband coefficients of the original and distorted images to 

evaluate the visual quality. It theoretically ranges from zero 

(no fidelity) to infinity (perfect fidelity). The visual 

information fidelity (VIF) [34] criterion uses two facts of 

image information to define the perceptual quality: the mutual 

information and the information content of the 

reference(original) image itself. This measure can be between 

0 and 1, where 1 means perfect quality and 0 means worst 

quality. The new wavelet based image quality measure IQM is 

computed by using Watson’s model of noise visibility in 

different wavelet subbands. The IQM is defined as perceptual 

weighted difference between coefficients of original and 

degraded image [17]. The distortion measure for quantifying 

the distortion in blood vessel structure of retinal images is 

computed using WBVDM [24]. 

Table 1. Image quality assessment (IQA) algorithms tested 

in this paper 

IQA Algorithms Comment 

MSE Pixel difference based 

PSNR Function of MSE 

SSIM [30] 

Multiscale SSIM [31] 

VSNR [32] 

IFC [33] 

VIF [34] 

IQM [17] 

WBVDM [24] 

 

4. EVALUATION RESULTS 
Performance of the objective models was evaluated with 

respect to three aspects of their ability to estimate subjective 

assessment of image quality [35]. They are: 

 prediction accuracy – the ability to predict the subjective 

quality ratings with low error 

 prediction monotonicity – the degree to which the 

model’s predictions agree with the relative magnitudes of 

subjective quality ratings  and 

 prediction consistency – the degree to which the model is 

robust with respect to a variety of image artifacts. 

The relationship between each model predictions and the 

corresponding subjective ratings was estimated using a 

nonlinear regression. This removes any nonlinearity due to the 

subjective rating process and facilitates comparison of the 

models in a common analysis space. The following logistic 

function was used to fit the subjective data to the objective 

data. 

2( - 3)

1
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The nonlinear regression function was used to transform the 

set of objective measure values to a set of predicted MOS 

values, which were then compared with the actual MOS 

values from the subjective tests. Once the nonlinear 

transformation was applied, the objective model’s prediction 

performance was then evaluated by computing various 

metrics. 

Metrics relating to Prediction Accuracy of a model: 

 Metric 1: The Pearson linear correlation coefficient 

(PLCC) between predicted MOS and actual MOS. 

Metrics relating to Prediction Monotonicity of a model: 

 Metric 2: Spearman rank order correlation coefficient 

(SROCC)between predicted MOS and actual MOS. 

Metrics relating to Prediction Consistency of a model: 

 Metric 3: Outlier Ratio of outlier-points to total points N. 

Twice the MOS Standard Error was used as the threshold for 

defining an outlier point. 

 Metric 4: RMSE between actual MOS and predicted 

MOS values. 

4.1 Performance of image quality measures 
The performance of all objective quality measures in terms of 

the PLCC, the SROCC and the RMSE after nonlinear 

regression are shown in Table 2-4 respectively, for each 

distortion type and for the entire database. Figure 2 shows the 

scatter plots of objective quality measure values versus 

difference of MOS (DMOS) along with the best fitting 

logistic function. The scatter plots are shown only for 

compression (SPIHT) distortion. The results in the three 

tables demonstrate that the MSE and PSNR have limitations 

in quantifying the distortion in clinically important features. 

The IFC and VIF show improved performance compared to 

SSIM and VSNR. The WBVDM performs best in terms of 

both PLCC and SROCC among all the quality measures tested 

in this paper. The WBVDM also shows a smaller RMSE and 

with all these observations, it can be considered as a better 

measure to quantify the diagnostic distortion in retinal images. 

4.2 Analysis of variance and F-ratio 
Analysis of Variance (ANOVA) [36] was used as a statistical 

tool to evaluate the merits of the quality measures. It compare 

the means of several groups of observations and determines 
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whether or not a number of data groups are statistically 

different. In an ANOVA, the F-ratio is the statistic used to test 

the hypothesis that the means of all the groups of observations 

are significantly different from one another. In its simplest 

form, ANOVA is called one-way analysis of variance. The 

output of the ANOVA is the identification of those image 

quality measures that are most consistent and discriminative 

of the distortion artifacts due to compression, blur and noise. 

The one-way ANOVA results of the image quality measures 

for the data obtained from set-1 images and for SPIHT 

compression artifact are listed in Table 5. The larger value of 

the F-ratio indicates that the means of all the groups of 

observations are significantly different and the objective 

model performance is more close to the subjective evaluation.  

From the Table 5, it is observed that the WBVDM has the 

highest F-ratio among all other image quality models. Thus, in 

terms of statistical significance, the WBVDM outperforms at 

predicting the retinal image distortion. 

5. CONCLUSION 
This paper presents a statistical evaluation of the performance 

of a number of image quality measures in quantifying the 

distortion in retinal images. It was found that the WBVDM, 

which is simple to compute and more responsive to diagnostic 

distortions, shows better performance. The WBVDM can be 

considered as a method for objective quality assessment of 

digital retinal images which agrees well with evaluations 

made by the human observers and may be useful in clinical 

practice. 
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(a) 

Figure 2.  Scatter plots showing the nonlinear fit for the a) 

MSE (b) MS-SSIM (c) VSNR (d) VIF (e) IQM and (f) 

WBVDM versus DMOS. 
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Table 2. Pearson linear correlation coefficient(PLCC) after nonlinear regression 

  

Table 3. Spearmon Spearman rank order correlation coefficient (SROCC) after nonlinear regression 

 

Table 4. Root mean squared error (RMSE) after nonlinear regression   

 

 

 

 

 

Table 5. ANOVA results (F-scores) for the SPIHT compression distortions 

 

 

 


