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ABSTRACT 

  There is a great need of developing efficient content based 

image retrieval systems because of the availability of large 

image databases. A new image retrieval system CTDCIRS 

(color-texture and dominant color based image retrieval 

system) to retrieve the images using three features called 

dynamic dominant color (DDC), Motif co-occurrence matrix 
(MCM) and difference between pixels of scan pattern 

(DBPSP) is proposed. Initially the image is divided into eight 

coarse partitions using the fast color quantization algorithm 

and the eight dominant colors are obtained from eight 

partitions. Next the texture of the image  is represented by the 

MCM and DBPSP. MCM is derived using a motif 
transformed image. MCM is similar to color co-occurrence 

matrix (CCM). MCM is the conventional pattern co-

occurrence matrix that calculates the probability of the 

occurrence of same pixel color between each pixel and its 

adjacent ones in each image, and this probability is considered 

as the attribute of the image.MCM captures third order image 

statistics in the local neighborhood which describes the 

direction of textures but not the complexity of the textures. 

That is why the DBPSP is also considered as one of the 

texture features. The three features Dominant color, MCM 

and DBPSP are integrated to facilitate the image retrieval 

system. Experimental results show that the proposed image 
retrieval is more efficient in retrieving the user- interested 

images. 

General Terms 

Algorithm, pattern recognition, database, image. 

Keywords 

Image retrieval, dominant color, texture, Co-occurrence, 

motif. 

1. INTRODUCTION 
The arrival of computer vision technology and the increase in 

the number of images taken by digital video devices, 
searching for images containing user-specified characteristics 

in large image databases has become more and more 

important and challenging than ever before [1]. The basic 

image searching method in olden days is the text-based image 

retrieval, which searches for images based on one or more 

keywords specified by the user. But, there are different 
situations in which a query request cannot be easily described 

by keywords. To solve this problem, the content-based image 

retrieval (CBIR) was come into existence for searching 

images based on a given query image [2]. A summary of 

current system architectures, techniques, and methods for 

feature extraction and algorithms for image matching can be 

found in [2]. 

 In CBIR system model, the images are indexed by their 

visual contents as the features. These include the 

characteristics such as color, texture, shape, and color layout 

(both color features and spatial relations). The features are 

stored in an image feature database for future use. Whenever   

a query image is given, the features of the query image are 
retrieved to match the features in the feature database by a 

pre-established algorithm, so that related images are returned 

for the query image [2]. 

     Color is one of the most commonly used low-level visual 

features and is invariant to image size and orientation [1]. As 

conventional color features used in CBIR, there are color 
histogram, color correlogram, and dominant color descriptor 

(DCD). Color histogram is the most widely used color 

representation, but it does not include any spatial information. 

Li et al. [3] proposed a new algorithm based on running sub 

blocks with different similarity weights for object-based 

image retrieval. First split the image into certain sub blocks, 

similarity matrix analysis and the color region information are 

used to retrieve images under the query of special object. 

Color correlogram describes the probability of finding color 

pairs at a fixed pixel distance and provides spatial 

information. Hence color correlogram yields better retrieval 
accuracy in comparison to color histogram. Color 

autocorrelogram is a subset of color correlogram, which 

captures the spatial correlation between identical colors only. 

Although it provides much computational benefits over color 

correlogram, it is more suitable for image retrieval. DCD is 

MPEG-7 color descriptors [4]. DCD describes the salient 
color distributions in an image or a region of interest, and 

provides an effective, compact, and intuitive representation of 

colors presented in an image. However, DCD similarity 

matching does not fit human perception very well, and it will 

cause incorrect ranks for images with similar color 

distribution [5,6]. In [7], Yang et al. presented a color 

quantization method for dominant color extraction, called the 

linear block algorithm (LBA), and it has been shown that 

LBA is efficient in color quantization and computation. For 

the purpose of effectively retrieving more similar images from 

the digital image databases (DBs), Lu et al. [8] uses the mean 
value, the color distributions and the standard deviation, to 

represent the global characteristics of the image, and the 

image bitmap is used to represent the local characteristics of 

the image for increasing the accuracy of the retrieval system. 

Dominant colors describe color features with a smaller 

number of features. This method is expected to effectively 
shorten image retrieval time and enhance retrieval 

performance. 
        A single attribute is not sufficient to describe image 

features. Despite the extensive applications of textures 

[9,13,14], colors [15–18], spatial relations [16], and 
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shapes [19] in image retrieval, the results have limited 

effects on discrimination. For describing image features, 

the relations between colors and textures are problematic. 

Hence, in this study, colors and textures are used as 

attributes in similarity retrieval to develop an innovative 

and effective image retrieval system (CTDCIRS). 

         Whenever we are describing the image features, we 

consider the relations between colours and textures are 

critical. Huang and Dai [9] proposed a texture based image 

retrieval system which combines the wavelet decomposition 

[10] and gradient vector [11]. The system consists a coarse 

feature descriptor and a fine feature descriptor with each 

image. Both descriptors are derived from the wavelet 

coefficients of the original image. The coarse feature 

descriptor is used at the first stage to quickly screen out non-

promising images; the fine feature descriptor is subsequently 

employed to find the truly matched images.  

     In Jhanwar et al. [12] the image retrieval system 

introduced is based on motif co-occurrence matrix (MCM), 

which converts the difference between pixels into a basic 
graphic and computes the probability of its occurrence in the 

adjacent area as an image feature. The color difference  

between adjacent pixels by our proposal, a better technique 

integrated with Motif co-occurrence matrix (MCM) and 

difference between the pixels of a scan pattern (DBPSP) to 

improve texture description. 

     For the description of properties of image, Dynamic 

dominant color, MCM and DBPSP are available. To enhance 

retrieval performance, MCM, DBPSP, and Dynamic dominant 

Color are integrated to develop an image retrieval system 

based on texture distribution and color features. The 

remaining paper consists of: Section 2 presents dynamic 
dominant color extraction. Section 3 describes the Motif co-

occurrence matrix representation. In Section 4, computation 

of DBPSP is given. Section 5 contains the description of 

similarity measure used in image retrieval system. Simulation 

results in Section 6 will show the performance of our scheme. 

Finally, Section 7 concludes this presentation. 

 

2. COLOR REPRESENTATION 
      The most probable and differentiable low-level visual 

features in describing image is color. Now a days Many CBIR 

systems employ color to retrieve images, such as QBIC 

system and Visual SEEK. In theory, it will lead to minimum 

error by extracting color feature for retrieval using real color 

image directly, but the problem is that the computation cost 

and storage required will expand rapidly. So it goes against 

practical application. In fact, for a given color image, the 

number of actual colors only occupies a small proportion of 

the total number of colors in the whole color space, and 
further observation shows that some dominant colors cover a 

majority of pixels. Consequently, it won't influence the 

understanding of image content though reducing the quality of 

image if we use these dominant colors to represent image. 

       Several color descriptors have been approved including 

number of histogram descriptors and a dominant color 
descriptor (DCD) [4] in the MPEG-7 Final Committee Draft. 

DCD contains two main components: 1.representative colors 

2.the percentage of each color. DCD can provide an effective, 

compact, and intuitive salient color representation, and 

describe the color distribution in an image or a region of 

interesting. But, for the DCD in MPEG-7, the representative 
colors depend on the color distribution, and the greater part of 

Representative colors will be located in the higher color 

distribution range with smaller color distance. because of 

human eyes cannot distinguish exactly, it may be not 

consistent the colors with close distance. Moreover, DCD 

similarity matching does not fit human perception very well, 

and it will cause incorrect ranks for images with similar color 

distribution. We will adopt a new and efficient dominant color 

extraction scheme to address the above problems [7]. 

        The selection of color space is not a critical issue for 

DCD extraction According to numerous experiments.   

Therefore, for simplicity and without loss of generality, the 
RGB color space is used. First, the RGB color space is 

divided equally into 8 coarse partitions, as shown in Fig. 1. If 

there are several colors located on the same partitioned block, 

they are assumed to be similar. After the above coarse 

partition, the centroid of each partition (“colorBin” in MPEG-

7) is selected as its quantized color. Let X=(XR,XG,XB) 

represent color components of a pixel with color components 

 

 

 
 

Fig. 1. The coarse division of RGB color space. 

 

Red, Green, and Blue, and Ci be the quantized color for 

partition i. The average value of color distribution for each 

partition centre can be calculated by 
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After the average values are obtained, each quantized color 
can be determined. i.e. 
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Where Ci is a 3D dominant color vector. Eight dominant 

colors are obtained per an image. 
 

3. MOTIF CO-OCCURRENCE MATRIX  
     CTDCIRS uses a Motif Co-occurrence Matrix (MCM) to 

represent the traversal of adjacent pixel color difference in an 

image. As each pixel corresponds to four adjacent pixel 

colors, each image can be presented by four images of motifs 

of scan pattern, which can be further constructed into four 
two-dimensional matrices of the image size. Based on these 

four matrices, the attribute of the image will then be computed 

with the motifs of scan pattern and a Motif Co-occurrence 

Matrix (MCM) can be obtained, which is the feature used in 

the image retrieval. 

     A 3x3 convolution mask for each pixel G(x, y) can be 
generated as shown in Fig. 2. This 3x3 convolution mask can 

be further divided into four blocks of 2x2 grids (pixels) with 

each including pixel G(x, y). 
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       There are 25 different scan patterns in a grid if the 

traversal goes from four angles generally. Here, we only 

consider the scan starting from the top left corner pixel p1 as 

shown in Fig. 2(a), because it represents a complete family of 

space filling curve, reducing the number of patterns to only 7 

as shown in Fig. 3. Among them motif number 0 signifies 

theThis paper proposes a Motif Co-occurrence Matrix (MCM) 

to represent the traversal of adjacent pixel color difference in 

an image. As each pixel corresponds to four adjacent pixel 
colors, each image can be presented by four images of motifs 

of scan pattern, which can be further constructed into four 

two-dimensional matrices of the image size. Based on these 

four matrices, the attribute of the image will then be computed 

with the motifs of scan pattern and a Motif Co-occurrence 

Matrix (MCM) can be obtained, which is the feature used in 

the image retrieval. 

      For each pixel G(x, y), a 3x3 convolution mask can be 

generated as shown in Fig. 2. This 3x3 convolution mask can 

be further divided into four blocks of 2x2 grids (pixels) with 

each including pixel G(x, y). 

      In general, there are 25 different scan patterns in a grid if 

the traversal goes from four angles. Here, we only consider 

the scan starting from the top left corner pixel p1 as shown in 

Fig. 2(a), because it represents a complete family of space 

filling curve, reducing the number of patterns to only 7 as 

shown in Fig. 3. Among them motif number 0 signifies the 

situation wherein a motif cannot be formed due to the 
equivalence. 

      These 2x2 grids are then replaced by motifs of scan 

pattern which would traverse the grid in an optimal sense. The 

optimality of the scan is related to the incremental difference 

in intensity along the scan line minimizing the variation in the 

intensities in a local neighbourhood. 

      Let G(x, y): Nx x Ny→Z be the gray levels of an Nx x Ny 

image I for Z = {0, 1, . . ., 255}. Pixel G(x, y) is divided into 

four blocks, each of which has 2x2 grids (pixels), to form four 
different motifs shown by number m of motif. 

   

 

Fig.2 The 3 X 3 convolution masks are divided into four 2 X 2 grids 

 
 

 

 

 

Fig. 4. The motifs of scan pattern for 2 X 2 grids 
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These four motifs will be saved in four Nx x Ny two-

dimensional motifs of scan pattern matrix Pi[x, y], in which 

i=1, 2, 3, 4, x = 1, 2, . . ., Nx, y = 1, 2, . . ., Ny, and Pi[x, y]: 

Nx x Ny→W denotes an Nx x Ny matrix for W= {0, 1, . . ., 

6}. The Motif co-occurrence matrix (MCM) calculates the 
distribution within the two-dimensional motifs of scan pattern 

matrix Pi[Nx, Ny]. That is, it takes into account the 

probability of the co-occurrence between the two motifs 

respectively corresponding to (x, y) and its adjacent (x + dx, y 

+ dy). This probability is then the attribute of image color 

variation used. The coordinate that distances from (x, y) on 

the x axis in dx and on y axis in dy, then the total number of 

co-occurring motifs of scan pattern pairs (u, v) (where u = 0, 

1, . . ., 6 and v = 0, 1, . . ., 6) is determined by  

 

[ ] [ ]),,,(),,(),( yxiiiyxii
yxPyxPvuvu MMM δδδδ ++==           (3) 

where Pi[x, y] = u, Pi[x + dx, y + dy] = v, 1≤ i≤ 4, 1≤ x≤ Nx, 

1≤y≤Ny, 1≤x + dx≤Nx, and 1≤ y + dy ≤ Ny. The co-occurring 

probabilities of the number i motifs of scan pattern matrix are 
determined by dividing Mi (u, v) by the total number of 

counts across all u and v, as shown below 
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and 1 ≤ i  ≤ 4. As a result, there will be a 7 x 7 two-

dimensional grids in total, which amounts to 7 x 7 = 49, with 

Nf = 49 is the total number of MCM attributes to be 

considered. 
 

4. DIFFERENCE BETWEEN PIXELS OF 

SCAN PATTERN (DBPSP) 
       The MCM feature proposed in the previous section could 

effectively describe the direction of textures but not the 

complexity of textures. As shown in Fig. 4, the motif number 

in both Fig. 4(a) and (b) is 2, but the differences among the 

four pixels values are large. Therefore, we take the difference 

between pixels of scan patterns (DBPSP) as one of the texture 
features. 

       Six basic motifs can be derived from MSPM as features 

of an image. However, it does not mean that each motif of a 

scan pattern represents the same feature. Therefore, this paper 

specifically takes the difference between the pixels of a scan 

pattern (DBPSP) as one of the image retrieval features. Since 

DBPSP calculates the difference among all pixels within the 

motifs of a scan pattern, the adopted motifs of a scan pattern 

do not take motif number 0 as shown in Fig. 3 into account. 

       The feature of DBPSP is mainly intended to calculate the 

differences among all pixels within motifs of a scan pattern. 
In other words, it records the pixel value differences among 

all scan directions within motifs of scan pattern and then takes 

the appearance rate of the total pixel value differences in the 

whole image as the feature of DBPSP. The total pixel value 

difference of any coordinates (x, y) within the image is ∆(x, 

y). It is possible to generate six motifs of a scan pattern which 

can be respectively shown as ∆1(x, y), ∆2(x, y), . . ., ∆6(x, y) in 

the following formulae: 
 

( ) 433221,1 ppppppyx −+−+−=∆  

( ) 422331,
2

ppppppyx −+−+−=∆  

( ) 244231,3 ppppppyx −+−+−=∆                      (6) 

( ) 344221,
4

ppppppyx −+−+−=∆  

( ) 233441,5 ppppppyx −+−+−=∆  

( ) 322441,
6

ppppppyx −+−+−=∆  

where ∆1(x, y) represents the total pixel value difference of all 

scan directions of ith motif number of any coordinates (x, y) 

within the image. The formula of i’s motif number and p is 

shown in Fig. 3. Finally, we calculate the appearance rate of 

∆(x, y) within the whole image as shown below: 
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Where i is the motif number and Ni is the total appearance of 

ith motif number within the whole image. Therefore, six 

DBPSP feature values can be obtained. 

5. IMAGE RETRIEVAL SYSTEM 
     MCM and DBPSP are useful for describing the 

relationship between colors and textures in an image. 

However, they are sensitive to the noise variation in images. 

Given the color information of an image, Dynamic Dominant 

Color (DDC) is simple and easy to compute. DDC includes 

only eight values which reduces the size of the feature vector. 

This feature is also indifferent to image size variant and 

rotation variant of objects in image. Due to significantly 

complementary, these two features are integrated to establish 
a color–texture and Dominant-color based image retrieval 

system (CTDCIRS). 

       MCM of the query image Q and one database image D as 

( )qqq
mmm 4921 ,...,  and ( )ddd

mmm 4921 ,...,  are obtained from 

Eq.(4). Here, the superscripts q and d stand for the query Q 

and database image D. The image matching distance ∆MCM 

between Q and D based on the CCM can be calculated via the 
following equation: 
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Where m is any small number that avoids denominator = 0. 

     Considering DBPSP ( )qqq
fff 621 ,..., and ( )ddd fff 621 ,...,  

of images Q and D are obtained from Eq. (7), the image 

matching distance ∆DBPSP of Q and D based on DBPSP is 

formulated as the following: 
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Considering DDC ( )qqq
ccc 821 ,...,  and ( )ddd ccc 821 ,...,  of 

images Q and D are obtained from Eq.(2), the image matching 

distance ∆DDC of Q and D based on DDC is formulated as 

following: 
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The proposed CTDCIRS system combines the MCM, DBPSP 

and DDC to quantize the similarity between Q and D. Using  

such retrieval system, one can define the image matching 

distance ∆CTDDCIR between Q and D as 

 

DDCDBPSPMCMCTDCIRS XWXWXW ∆+∆+∆=∆ 321   

Where W1, W2 and W3 are the weights for MCM, DBPSP and 

DDC. Generally, ∆CTDDCIRS decreases with the increase of 

similarity between Q and D. Hence, the CTDCIRS system can 

deliver the image with the minimal ∆CTDDCIRS from the 
database. 

6. THE PERFORMANCE OF CTDCIRS 
       An experiment is conducted to explore the performance 

of the CTDCIRS system on image Set downloaded from  

http://wang.ist.psu.edu/docs/related/. Image Set consists of 

1000 images. These images are grouped into 10 clusters with 

each containing 100 images. The images in the same cluster 

are considered as similar images. Fig. 7 shows some of these 

images. The images in the same row in Fig. 7 belong to the 

same cluster. In this experiment, the values of the parameters 

are: spatial offset (δx,δy) = (0, 1) and W1 = 0.2, W2 = 0.4, and 

W3 = 0.4. Classes names are listed in Table 1. 

      This experiment used each image in each class as a query 

image. The experiment was carried out with the number L of 
retrieved images set as 20 to compute the precision P of each 

query image and finally obtain the average precision P/100 

(100 images of a class).  

     The experimental results from proposed method and the 

other two methods are shown in Table 1. It is obvious that this 

proposed method has achieved a better average precision of 

various images than the other two methods. 

       The precision and recall measurements of Mehtre et 

al.[20] are often used to describe the performance of an image 

retrieval system. The precision (P) and recall (R) are defined 

as follows: 
P(k)=nk/L    and   R(k)= nk/N               (11) 

Where L is the number of retrieved images; nk is the number 

of relevant images in the retrieved images and N is the 

number of all relevant images in the database. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Some examples of image set
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Table 1 Ten classes of image set   

  

 

 

are: spatial offset (δx,δy) = (0, 1) and W1 = 0.2, W2 = 0.4, and 

W3 = 0.4. Classes names are listed in Table 1. 

      This experiment used each image in each class as a query 
image. The experiment was carried out with the number L of 

retrieved images set as 20 to compute the precision P of each 

query image and finally obtain the average precision P/100 

(100 images of a class). The experimental results from 

proposed method and the other two methods are shown in 

Table 1. It is obvious that this proposed method has achieved 
a better average precision of various images than the other 

two methods. 

       The precision and recall measurements of Mehtre et 

al.[20] are often used to describe the performance of an image 

retrieval system. The precision (P) and recall (R) are defined 

as follows: 

P(k)=nk/L    and   R(k)= nk/N               (11) 

Where L is the number of retrieved images; nk is the number 

of relevant images in the retrieved images and N is the 

number of all relevant images in the database. 

The quantitative measure is given below 

∑
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Where p(i) is precision of query image I, ID(i) and ID(j) are 

category ID of image i and j respectively, which are in the 

range of 1 to 10. the r(i, j) is the rank of image j. This value is 
percentile of images belonging to the category of image i , in 

the first 100 retrieved images. 

The average precision pt  for category t(1≤t≤10) is given by 
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The experiments were carried out on a Core i3, 2.4 GHz 

processor with 4GB RAM using MATLAB. Image retrieval 

results with different methods are shown in Fig.7. The image 

at the top left- hand corner is the query image and the other 19  

Table 2: The average precision of these methods on image  

 

images are the retrieval results.  The number of retrieved 

images is more with our proposed system than the other 

methods. 

 
   

 

 

Fig.6. The image retrieval results (dinosaurs) using 

different techniques (a) N.Jhanwar et.al [12] (b) Hung and 

Dai et.al[9]  (c)  proposed method 
 

Classes Semantic name 

1 African people and village 

2 Beach 

3 Building 

4 Buses 

5 Dinosaurs 

6 Elephants 

7 Flowers 

8 Horses 

9 Mountains and glaciers 

10 Food 

Semantic 

name 

proposed 

method 

Jhanwar 

et.al.[12] 

Hung and 

Dai's[9] 

African people 

and village    0.562 0.4525 0.424 

Beach 0.536 0.3975 0.4455 

Building 0.61 0.3735 0.4105 

Buses 0.893 0.741 0.8515 

Dinosaurs 0.984 0.9145 0.5865 

Elephants 0.578 0.304 0.4255 

Flowers 0.899 0.8515 0.8975 

Horses 0.78 0.568 0.589 

Mountains and 

glaciers 0.512 0.2925 0.268 

Food 
0.694 0.3695 0.4265 

Average 0.7048 0.52645 0.53245 
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The Fig7. is a graph showing the Comparison of 

average precision obtained by proposed system with 

other retrieval systems. 
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Fig. 7 The average precision of different methods 

7. CONCLUSION 
The proposed system uses three image features namely MCM, 

DBPSP and DDC to characterize a color image for image 

retrieval. MCM and DBPSP can describe texture distribution, 

while DDC can describe color features of the pixels in an 

image. DDC is invariant to translation and rotation. Since 

these features can describe different properties of an image, 

the CTDCIRS system integrates these three features to 

retrieve the images. The experimental results show that the 

proposed system outperforms Hung’s and Jhanwar’s methods. 
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