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ABSTRACT 
In diagnosis of diseases Ultrasonic devices are frequently 

used by healthcare professionals. The main problem during 

diagnosis is the distortion of visual signals obtained which is 

due to the consequence of the coherent of nature of the wave 

transmitted. These distortions are termed as ‘Speckle Noise’. 

The present study focuses on proposing a technique to reduce 

speckle noise from ultrasonic devices. This technique uses a 

hybrid model that combines fourth order PDE based 

anisotropic diffusion, linked with SRAD filter and wavelet 

based BayesShrink technique. The proposed filter is 

compared with traditional filters and existing filters using 

anisotropic diffusion. Experimental results prove that the 

proposed method is efficient in reaching convergence 

quickly and producing quality denoised images.  

Keywords: Anisotropic Diffusion, BayesShrink, Fourth 

Order PDE, Speckle denoising, SRAD Filter, Wavelet Based. 

1. INTRODUCTION 
The medical imaging devices namely      X-ray, CT/MRI and 

ultrasound are producing abundant images which are used by 

medical practitioners in the process of diagnosis. The main 

problem faced by them is the noise introduced due to the 

consequence of the coherent nature of the wave transmitted. 

These noises corrupt the image and often lead to incorrect 

diagnosis. Each of these medical imaging devices is affected 

by different types of noise. For example, the x-ray images are 

often corrupted by Poisson noise, while the ultrasound 

images are affected by Speckle noise. Speckle is a complex 

phenomenon, which degrades image quality with a back-

scattered wave appearance which originates from many 

microscopic diffused reflections that passing through internal 

organs and makes it more difficult for the observer to 

discriminate fine detail of the images in diagnostic 

examinations. Thus, denoising or reducing these speckle 

noise from a noisy image has become the predominant step 

in medical image processing.   

Multi-look process and spatial filtering are the two 

techniques of reducing speckle noise. Multi-look process is 

used at the data acquisition stage while spatial filtering is 

used after the data is stored. Among the two any method can 

be used to remove the speckle noise, but they should 

preserve radiometric information, edge information and 

spatial resolution ([1], [21]). These conditions are met by 

speckle noise reduction technique. 

Many methods have been developed to reach the above 

mentioned objectives, ([20], [33], [29], [14]). The speckle 

noise reduction techniques use traditional filters like lee, 

kaun, frost, median, and hybrid filters and wavelet filters. 

Performance comparison of all these wavelets has also been 

investigated ([26], [35], [23]). In the past few decades the use 

of wavelet based denoising techniques have gained more 

attention by researchers ([15], [7], [10], [3]). Figure 1 depicts 

the general process of a Wavelet based Speckle Denoising 

(WSD) model.    

 

The first step in the proposed method is a linear forward 

Discrete Wavelet Transform (DWT), followed by a non-linear 

thresholding step and the final step performs a linear Inverse 

Discrete Wavelet Transform (IDWT). The thresholding step 

comprises of two subtasks, (i) threshold technique selection 

and (ii) applying using a threshold operator. Two threshold 

operators used during denoising are soft thresholding and hard 

thresholding. Soft thresholding has major advantages over hard 

thresholding. Soft thresholding reduces the abrupt sharp 

changes and provides an image whose quality is not affected. 

Due to these advantages, soft thresholding is more frequently 

used. Once the thresholding operator has been defined, the next 

step is to address the problem of selecting the corresponding 

threshold.  

The selection of threshold is the most important step in any 

WSD model. Careful selection is needed because a small 

threshold will produce an image which is still noisy, while a 

large threshold destroys details and produces blurs and 

artifacts.  Two types of thresholding techniques namely, 

Universal Thresholding (UT) and Subband Adaptive 

Thresholding (SA) exists. Based on this, three shrinkage 

techniques used are Visushrink [9], SureShrink [8] and 

BayesShrink [5]. VisuShrink uses a universal threshold 

( n log2t ), while SureShrink uses a combination of 

Universal Threshold and SURE Threshold, which is derived 

from Stein’s Unbiased Risk Estimator. BayesShrink performs 

soft thresholding, with the data-driven, subband dependent 

threshold. The threshold is driven in a Bayesian framework, 

with a Generalized Gaussian Distribution (GGD) for the 

wavelet coefficients in each detail subband. Out of the three, 

DWT IDWT 

 
Noisy Input 
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Ouput 

Thresholding 
(i) Shrinkage Rule – Calculate Threshold 

(ii) Shrinkage Function – Apply Threshold 

Figure 1 : WSD Model 
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BayesShrink is effective in denoising problem domain than 

VisuShrink and SureShrink ([22], [4]). 

Anisotropic diffusion filter is another denoising technique 

which is equally gaining popularity [41]. Anisotropic 

diffusion was initially introduced by [27] and has been 

improved by several manners. Problems faced by the initial 

Anisotropic diffusion filter and its variants are;  

(i) they cause blocky effects in images  

(ii) they destroy structural and spatial neighbourhood 

information [28] and  

(iii) they are slow in reaching a convergence stage.  

Hybrid varieties were developed to solve these disadvantages 

([18], [31], [32]). Eventhough, these hybrid models produce 

excellent results when compared with stand-alone anisotropic 

diffusion, they come with the defect of removing finer details 

of an image like edges, sharp corners and thin lines [13]. A 

hybrid denoising technique to remove noise from molecular 

images was developed [32]. This work improved the filter 

developed by [18], which used anisotropic diffusion and 

Median filter to reduce noise. The Rajan Hybrid Model 

(RHM) improved this method by using a combination of 4th 

order PDE (Partial Differential Equation) anisotropic 

diffusion and a relaxed median filter [38] to remove the 

noise. The RHM was successful in removing the noise and 

had less blocking effects. The drawback still faced is the 

slow convergence to remove the noise. The reason behind 

this is that the convergence time for denoising is 

directionally proportional to the image noise level. In the 

case of anisotropic diffusion, as iteration continues, the noise 

level in image decreases (till it reaches the convergence 

point), but in a slow manner. But in the case of Bayesian 

shrinkage, it just cut the frequencies above the threshold in a 

single step. Decrease in convergence time has a direct impact 

on image quality. This model of using BayesShrink with 

Anisotropic filter was proposed by [30] and they named their 

denoising model as WEAD. Even though this work reduced 

the blocking artifacts and fast convergence, improvements 

are still needed. This paper proposes a novel method that 

improves the RHM and WEAD model, by introducing a new 

step. From the review, it is understood that Frost and Lee 

filter can be best combined with anisotropic diffusion for 

denoising. This method is used by the famous traditional 

despeckling algorithm proposed by [41]. In this study, the 

PDE used by Speckle Reducing Anisotropic Diffusion 

[SRAD] is modified to use a 4th order PDE based 

Anisotropic diffusion, followed by Frost Filter which is then 

fed to BayesShrink technique to obtain a denoised image.   

This paper is organized in four sessions which comprises of 

the introduction of the topic, introduction of the BayesShrink 

soft thresholding, Kaun Filter and Anisotropic diffusion, 

processes of the proposed model, the results of the proposed 

denoising model which was compared with BayesShrink, 

Anisotropic filter, SRAD filter, RHM and WEAD and finally 

the conclusion of the work.   

2. FILTERS USED IN THE PROPOSED 

MODEL 
In the present work, three techniques, namely, SRAD filter, 

anisotropic diffusion and BayesShrink soft thresholding are 

combined to form a hybrid speckle denoising model. These 

techniques are explained below. 

2.1 BayesShrink 
The goal of BayesShrink method is to minimize the Bayesian 

risk, and hence its name, BayesShrink. It uses soft thresholding 

and is subband-dependent, which means that thresholding is 

done at each band of resolution in the wavelet decomposition. 

Like the SureShrink procedure, it is smoothness adaptive. The 

Bayes threshold, tB, is defined as  

    2
sB / =         t 2             (1) 

where σ2 is the noise variance and σs
2 is the signal variance 

without noise. The noise variance σ2 is estimated from the 

subband HH1 by the median estimator shown in Equation (2). 

From the definition of additive noise,   

y)n(x,y)s(x, y) w(x,                    (2) 

Since the noise and the signal are independent of each other, it 

can be stated that 
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σ2w can be computed using Equation (4). From this the 

variance of the signal, σ2
s can be computed using Equation (5). 
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with σ2 and σ2
s, the Bayes threshold is computed from Equation 

(1).  

2.2. Speckle Reducing Anisotropic Diffusion 

(SRAD) 
Anisotropic Diffusion is a nonlinear smoothing filter [12] 

which uses a variable conductance term, that controls the 

contrast of the edges that influence the diffusion. This filter has 

the ability to preserve edges, while smoothing the rest of the 

image to reduce noise [34]. The anisotropic diffusion has been 

used by several researchers in image restoration [24] and image 

recovery [36]. SRAD [41] is an edge-sensitive Partial 

Differential Equation (PDE) anisotropic diffusion approach to 

reduce speckle noise in images.  The anisotropic filtering in 

SRAD simplifies image features to improve image 

segmentation and smoothes the image in homogeneous area 

while preserving edges and enhances them. It reduces blocking 

artifacts by deleting small edges amplified by homomorphic 

filtering. SRAD equation for an image u is given by the 

Equation (6). 

SRAD(u') = ut+1 = ut + 
4

t
 div(g(ICOV(u')) x u')         (6) 

where t is the diffusion time index, t is the time step 

responsible for the convergence rate of the diffusion process 

(normally in the range 0.05 to 0.25), g(.) is the diffusion 

function and is given by equations (7) and (8). 

G(ICOV(u'))=e-(P)  (7) 
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where qt is the measure of speckle coefficient of variation in 

a homogenous region of the image.  

The performance of SRAD is superior to the traditional 

anisotropic diffusion filters. However, SRAD has the 

disadvantage that the diffusion time increases with the image 

features and it is already known that when diffusion time 

increases the image quality of the denoised image decreases. 

2.3. Fourth Order PDEs and Anisotropic 

Diffusion 
Recently, non-linear fourth order PDEs are used effectively 

in the field of noise reduction ([11], [40], [19], [38]), because 

they are faster in denoising and create a richer set of 

functional behaviour that can be exploited during image 

enhancement. The L2-curvature gradient flow method of [40] 

is used and given in Equation (9). 

]
2
u|)

2
u(|c[

2

t

u





 (9) 

here 2u is the Laplacian of the image u. Hence, the 

Laplacian of an image at a pixel is zero if the image is planar 

in its neighborhood, the PDE attempt to remove noise and 

preserve edges by approximating an observed image with a 

piecewise planar image. The desirable diffusion coefficient 

c(.) should be such that Equation (9) diffuses more in smooth 

areas and less around less intensity transitions, so that small 

variations in image intensity such as noise and unwanted 

texture are smoothed and edges are preserved. Another 

objective for the selection of c(.) is to incur backward 

diffusion around intensity transitions so that edges are 

sharpened, and to assure forward diffusion in smooth areas 

for noise removal ([39], [32]).  

Several diffusivity functions can be used in Wavelet 

Shrinkage and Nonlinear Diffusion [25]. Some of them are 

Linear diffusivity [17], Charbonnier diffusivity [6], Weickert 

diffusivity, TV diffusivity [2], BFB diffusivity [16] and 

Perona-Malik diffusivity [27]. The present study uses 

Perona-Malik diffusivity as given in Equation (10). 
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The Equation (9) was associated with the following energy 

functional 





 dydx  |)u
2

(|f)u(E    (11) 

where Ω is the image support and 2 denotes Laplacian 

operator. Since f(|2u |) is an increasing function of |2u|, its 

global minimum is at |2
u|=0. Consequently, the global 

minimum of E(u) occurs when  

 ),(0|| 2 yxallforu    (12) 

A planar image obviously satisfies [30], hence is a global 

minimum of E(u). Planar images are the only global minimum 

of E(u) if 

0s allfor   (S)f"          (13) 

because the cost functional E(u) is convex under this condition 

[40]. Therefore, the evolution of (9) is a process in which the 

image is smoothed more and more until it becomes a planar 

image. But in the case of second order anisotropic diffusion 

ƒ"(s) may not be greater than zero for all s and as a result the 

image is evolved towards a step image and that is why it 

suffers from blocky effects.  

3. PROPOSED DESPECKLING MODEL 
The existing models suffer from blocky effects, which in the 

present study are removed by using fourth order PDE. This 

technique preserves edges and boundaries which are more 

stable through the scale ‘t’. Another difficulty faced by the 

existing models is that, if the image is very noisy, the gradient 

u will be very large, and as a result, the function c(.) will be 

close to zero at almost every point. When the smoothing is 

introduced the noise will remain consequently. This difficulty 

is solved by using a suitable filter that can reduce noise and at 

the same time be combined with fourth order PDE based 

anisotropic diffusion. So the SRAD filter was considered and 

to speed up the convergence, BayesShrink is used. 

The main objective is to reduce the blocking artifacts produced 

by reducing the number of iterations required to reach a 

convergence point. The iteration process in the proposed model 

will continue till the input signal ‘y’ is converged to the output 

signal ‘Y’. The convergence process of an image, while using 

P-M anisotropic diffusion is shown in Figure 2 [30].  

The noisy image is enhanced at P which is the convergence 

point (Figure 2a). The main aim of the proposed work is to pull 

P towards top-left of the chart, thus achieving a better PSNR in 

minimum number of iterations (Figure 2b). For this purpose 

BayesShrinkage is used. The method of WEAD is enhanced in 

two ways. The first is a fourth order PDE, which is used 

instead of second order PDE and the SRAD filter is used to 

reduce the blocking artifacts and improve the quality of the 

despeckled image.    

 

2a 2b 

Figure 2 : Convergence process of P-M Anisotropic 

Diffusion 
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The proposed model is a fourth order PDE, Anisotropic 

diffusion with SRAD filter combined with BayesShrink 

wavelet denoising model (WASD). The WASD model is a 

three step process as given in Figure 3.  

 

4. EXPERIMENTAL RESULTS 
Several experiments were conducted to evaluate the 

proposed despeckling model. The performance metrics used 

are (i) Peak Signal to Noise Ratio (PSNR) and (ii) Denoising 

Time.  PSNR is a quality measurement between the original 

and a denoised image. The higher the PSNR, the better is the 

quality of the compressed or reconstructed image.  

To compute PSNR, the block first calculates the Mean-

Squared Error (MSE) and then the PSNR (Equation 14). 

PSNR = 10 log10













MSE

R 2
                              (14) 

where MSE = 

N*M

)]n,m(I)n,m(I[
N,M

2
21 

 where M and 

N, m and n are number of rows and columns in the input 

and output image respectively 

Denoising time denotes the time taken for the algorithm to 

perform the despeckling procedure. Further, the results of the 

proposed model was compared with the four traditional 

filters namely, Median, Lee, Frost, Kaun and SRAD and also 

with RHM and WEAD. The despeckling models were tested 

with the test image (grayscale) of 256 x 256 size (Figure 4). 

The proposed models were implemented using MATLAB 7.3 

and were tested on Pentium IV machine with 512 MB RAM.   

 

The Peak Signal to Noise Ratio obtained for the different 

filters are tabulated (Table 1). The efficiency percentage is 

calculated as the efficiency obtained while comparing the 

PSNR between the original, noisy image and original, 

despeckled image. The PSNR value of original and Speckle 

noised image is 22.95dB. The efficiency is calculated using 

Equation 15. 

Efficiency (%) = 

100x
SNI) (PSNR(OI,

DI) PSNR(OI,-SNI) ((PSNR(OI,
    (15) 

where OI is the original image, SNI is the speckle noise image 

and DI is the denoised image. 

Table 1 

PSNR Performance 

Filter PSNR Efficiency (%) 

Lee 25.74 10.84 

Frost 25.61 10.39 

Median 25.15 8.75 

Kaun 23.68 3.08 

Anisotropic Diffusion 24.46 6.17 

SRAD 26.77 14.27 

RHM 29.34 21.78 

Bayes 52.91 56.62 

WEAD 52.90 56.62 

Proposed 70.96 67.66 

From the Table it is evident that the proposed method is 

efficient in image quality when compared to all the traditional 

filters. The high PSNR obtained by the proposed model 

indicates that it is the best choice for removing speckle noise 

from ultrasound images. Figure 5 visually compares the result 

between the different shrinkage methods.  

The time taken to despeckle an noisy image is shown in Figure 

6.  The figure again proves that the proposed model is quick in 

removing speckle noise. From the results projected, it is clear 

that the proposed system outperforms all the traditional models 

in terms of quality and time. 

5. CONCLUSION  

Image denoising has become a crucial step for correct 

diagnosis. The current need of healthcare industries is to 

preserve useful diagnostic information with minimum noise. 

Ultrasound images often suffer with a special type of noise 

called speckle. Introduction of speckle degrades the image 

contrast and block out the underlying anatomy. In order for the 

medical practitioners to achieve correct diagnosis, the 

ultrasound images have to be despeckled. This study proposes 

a new hybrid model which is a combination of anisotropic 

diffusion combined with SRAD filter and BayesShrink 

thresholding. The experimental results prove that the proposed 

model produce images which are cleaner and smoother and at 

the same time kept significant details, resulting in a clearer an 

appealing vision. Moreover, the proposed method is fast at 

reaching the convergence, which has a direct impact on noise 

reduction.   

 

4th order 
PDE 

Anisotropic 

Diffusion 

 

SRAD 
 

Bayes 

Shrink 

y Y 

Figure 3 : Proposed WASD 

Original Image Speckle Image 

  
Figure 4 : Test Image 
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Figure 5 : Visual Results 
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Figure 6 : Time Per Performance  
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