Restoration of Noisy Ultrasound Image with Rectilinear Effect using Curvelet
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ABSTRACT
Ultrasound Imaging is primary modality in the diagnosis of many diseases. Compared to other imaging techniques ultrasound imaging owes its great popularity to the fact that it is safe and noninvasive procedure for visualizing the heart, vasculature, abdomen, fetal monitoring etc. Ultrasound images are degraded by intrinsic artifacts called speckle which is result of constructive and destructive coherent summation of ultrasound echoes. In ultrasound imaging if a relative motion exist (subject moves from its position) during imaging the recorded image will be blurred. This effect can be expressed by an impulse response in received echo pulses and respective image restoration is made possible by a post recording process. In this paper we proposed the method to remove the blurring and additive speckle noise is removed by curvelet transform domain which uses cycle spinning.
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1. INTRODUCTION
In medical image processing image denosing has become a very essential exercise all through the diagnose. Medical images are usually corrupted by noise in its acquisition and transmission. The main objective of image denoising technique is necessary to remove such noises while retaining as much as possible the important signal feature. The imaging process in ultrasound imaging is based on the principle of reflection of sound waves. The tissue is insonified with sound pulses with a fixed frequency. Subsequently, the reflections that are generated during wave propagation in the tissue due to difference in tissue densities. These reflections are registered as a function of time. The time elapsed between the emission of a pulse and the reception of its echoes reveals the depth of the reflecting objects or tissues interfaces. The intensity of the echo waves yields information on the acoustics properties of the object. These received signals are used to construct an image [1]. Ultrasound imaging is widely used medical imaging procedure because it is economical, comparatively safe, transferrable and adaptable though, one of its main shortcomings is the poor quality of images which are effected by speckle noise. The existence of speckle is unattractive since it disgrace image quality and it effects the tests of individual interpretation and diagnosis. Although ultrasound imaging has reached a high level of technical sophistication, patient motion due to any reason is a fundamental issue that has to be addressed in interpreting ultrasound images. The characterization of the image degradation by a Point Spread Function (PSF), so that the degraded image can be expressed by the convolution of the ideal or original image with the respective PSF. A general description of blurring due to the linear motion is proposed by [2] direct delta function properties. The emitted ultrasound pulse is the impulse function of the system. Correspondingly, the received echo pulses can be considered as the impulse response of the biological system. When it represents the output of the ultrasound system during interrogation of the ideal point target, the echo pulses is also known as the System’s Point Spread Function. In order to achieve image restoration and evaluation one must know the nature of the degradation as well its effect in order to operate the image to compensate the image for degradation. In Linear smear restoration where a PSF (a rectangular or window function for the case of uniform velocity) shows the application of convolution operation. The dynamic effects of body such as respiration, eyes blinking are neglected. In most cases ultrasound images are corrupted by speckle multiplicative noise. The goal of de-noising is to remove noise and/or spurious details from a given possibly corrupted digital image while maintaining essential features such as edges and it is very difficult to suggest a robust method which works equally well in presence of different types of noise. Many algorithms have been proposed for noise removal, but the recent trend to noise removal is the use of curvelet transforms with cycle spinning technique (CTCS) [3].

1.1 Curvelets in Image Processing
In 2002, the first-generation curvelet transform was applied for the first time to image denoising by Starck et al. [4], and by Candes and Guo[5]. The applications of the first-generation curvelets were extended to image contrast enhancement [6] and astronomical image representation [7] in 2003, and to fusion of satellite images [8] in 2005. After the effective second generation curvelet transform [9] had been proposed in 2004, the applications of curvelets increased very fast in many fields involving image/video presentation, denoising and classification. For instance, Ma et al. applied the second-generation curvelets for motion estimation and video tracking of geophysical flows [10] and deblurring [11]. Ma and Plonka presented two different models for image denoising by combining the discrete curvelet transform with nonlinear diffusion schemes. In the first model [12], a curvelet shrinkage is applied to the noisy data, and the result is further processed by a projected total variation diffusion in order suppress pseudo-Gibbs artifacts. In the second model [13], a nonlinear reaction-diffusion equation is applied, where curvelet shrinkage is used for regularization of the diffusion process Starck et al. [14, 15] applied curvelets for morphological component analysis. Recently, B. Zhang et al. [16] used curvelets for Poisson noise removal in comparison with wavelets and ridgelets. In [17], C. Zhang et al. successively applied the multiscale curvelet...
transform to multipurpose watermarking for content authentication and copyright verification. Jiang et al. [18] considered structure and texture image inpainting with the help of an iterative curvelet thresholding method. Tessens et al. [19] proposed a new context adaptive image denoising by modeling of curvelet domain statistics. By performing an inter-sub-band statistical analysis of curvelet coefficients, one can distinguish between two classes of coefficients: those that represent useful blood vessels. In medicine, ultrasound is used to detect changes proposed a new context adaptive image denoising by modeling of curvelet domain statistics. By performing an inter-sub-band statistical analysis of curvelet coefficients, one can distinguish between two classes of coefficients: those that represent useful blood vessels. In medicine, ultrasound is used to detect changes

1.2 Ultrasound Imaging

Sound generated above the human hearing range (typically 20 kHz) is called ultrasound. Ultrasound imaging, also called ultrasound scanning or sonography, involves exposing part of the body to high-frequency sound waves to produce pictures of the inside of the body. Ultrasound exams do not use ionizing radiation (as used in x-rays). Because ultrasound images are captured in real-time, they can show the structure and movement of the body's internal organs, as well as blood flowing through blood vessels. In medicine, ultrasound is used to detect changes in appearance of organs, tissues, and vessels or detect abnormal masses, such as tumors. In an ultrasound examination, a transducer both sends the sound waves and records the echoing waves. When the transducer is pressed against the skin, it directs small pulses of inaudible, high-frequency sound waves into the body. As the sound waves bounce off of internal organs, fluids and tissues, the sensitive microphone in the transducer records tiny changes in the sound's pitch and direction. These signature waves are instantly measured and displayed by a computer, which in turn creates a real-time picture on the monitor.

2. ANALYSIS

2.1 Restoration of Blurring due to Rectilinear Motion

The Radio Frequency (RF) echo graphic signal usually modeled as the convolution of ultrasound point spread function (PSF) h(x, y, z) and the tissue scattering function t(x, y, z) the real plane [4].

\[ s(x, y, z) = h(x, y, z) * t(x, y, z). \]

Where * denotes the convolution operation. The tissue scattering function represents the tissue properties along the propagation direction of ultrasound pulse. A simple tissue model is given by.

\[ t(x, y, z) = \sum_n g_n \delta(x-x_n)(y-y_n)(z-z_n). \]

Where \( \delta(\cdot) \) is a Dirac function, \( (x_n, y_n, z_n) \) is the center of each inhomogeneity and \( g_n \) is the echogenicity of each scatterer of tissue. To model a 2-D ultrasound image, PSF is considered is to be separable, \( h(x, y, z) = h(x, y) * h_z(z) \). Therefore a 2-D slice is obtained as [21]

\[ s_y(x, y) = h(x, y) * t(x, y) \text{ and } h(x, y) \text{ is the impulse response in received echo pulses (point spread function due to motion). Image can be described by a two dimensional function (x, y) when there is a linear motion in one direction at angle 0 with respect to the x axis. The impulse response in received echo pulse is given by:} \]

\[ h_{2D}(x, y) = h(x') \delta(y'). \]

\[ \text{Where} \]

\[ \begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} \cos Q & \sin Q \\ -\sin Q & \cos Q \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}. \]

we consider the motion across the x-axis

\[ h_{2D}(x, y) = h(x) \delta(y). \]

\[ s_x(x) = t(x, y) * (h(x) \delta(y)). \]

\[ s_x(x) = t(x) * h(x). \]

Only one direction has to be considered.

\[ h(x) = \frac{1}{T} \int_{0}^{T} dt \delta(x-\Delta x[t]). \]

\[ h(x) = \frac{1}{T} \int_{-\infty}^{\infty} dt \delta(x-\Delta x[t]) \text{rect} \left( \frac{t-T/2}{T} \right). \]

T is register time, \( \Delta x[t] \) is the displacement between the changed position of patient from its actual position. \( \delta(\mu) \) is the Dirac delta function.

\[ s_y(x) = t(x) * h(x). \]

\[ s_y(x) \text{ is blurred image and deblurring is done by [22] again deconvolving the convoluted image with the PSF.} \]

2.2 Curvelet Transform (CT)

The CT developed by candes & Donho is a multiscale directional transform which allows an almost optimal non adaptive sparse representation of objects with edges. Most natural images/signals exhibit line like edges, i.e., discontinuities across curves (line or curve singularities). . In order to overcome the missing directional selectivity of conventional two-dimensional discrete wavelet transform, a multiresolution geometric analysis (MGA), named CT, was proposed [23, 24, 25, 26, 27]. In the two dimensional (2D) case, the CT allows an almost optimal sparse representation of objects with singularities along smooth curves. For a smooth object f
with discontinuities along $C^2$ –continuous curves, the best N-term approximation $\tilde{f}_N$ that is a linear combination of only N elements of the curvelet frame obeys $\|f-\tilde{f}_N\|^2 \leq C \log^3 (log N)^3$.

While for wavelets the decay rate is only $N^{-1}$ the CT uses angled polar wedges or angled trapezoid windows in frequency domain. Wavelet and other frequency transforms are widely used for denoising, but they suffer from shift and rotation sensitivity, as well as they are poor in directionality. CT are more suitable for detection of directionality properties as they provide optimally sparse representations of objects which display curve punctuated smoothness - smoothness except for discontinuity along a general curve with bounded curvature. The idea of the curvelet construction presented here is directly inspired from the work of Donoho and Candès [28]. Curvelets constitute a relatively new family of frames that are designed to represent edges and other singularities, along curves, much more efficiently than the traditional wavelet transforms. The idea of curvelet [28] is to represent a curve as a superposition of functions of various lengths and widths obeying the scaling law $\approx \text{length}^2$. 

\[
\approx 2^l/2
\]

\[
\approx 2^l
\]

Fig.1: Curvelet tiling of space. The figure represents the induced tiling of the frequency plane, in fourier space, curvelets are supported near a “parabolic” wedge, and the shaded area represents such a generic wedge.

2.3 Digital Curvelet Transform (DCT)

CT is to restore sparsity by reducing redundancy across scales. CT can sparsely characterize the high-dimensional signals which have lines, curves or hyper plane singularities and the approximation efficiency is one magnitude order higher than wavelet transform [29].

The DCT of $f(x_1, x_2)$ makes use of a dyadic scales, and a bank of filters $(P, f, \Delta, f, \Delta, f, \ldots)$ with the property that the pass band filter $\Delta$ is concentrated near the frequencies $[2^s, 2^{s+2}]$. The curvelet decomposition is the sequence of following steps:

- **Subband decomposition**: The object $f$ is decomposed into subbands: $f \rightarrow \{P, f, \Delta, f, \Delta, f, \ldots\}$
- **Smooth Partitioning**: Each subband is smoothly windowed into “squares” of an appropriate scale (of side length $\approx 2^{-s}$): $\Delta, f \rightarrow \{w_\Delta, f\}_{Q \in Q}$.
- **Renormalization**: Each resulting square is renormalized to unit scale $g_\gamma = (\tilde{f}_Q)^\gamma (w_\Delta, f), Q \in Q$. \hspace{1cm} (10)

- **Ridgelet analysis**: Each square is analyzed via discrete ridgelet transform

3. **DENOSING USING CURVELETS**

3.1 **Speckle Noise in Ultrasound Image**

Speckle noise—the image with this type of noise display granular pattern due to dispersion of electromagnetic waves caused by transducer. When the waves reflected from rough texture make an impact on said texture they create interferences which cause noise in the original images. This noise is very harmful since it limits the detection of injuries especially in the low contrast image. Within each resolution cell a number of elementary scatterers reflect the incident wave towards the sensor. The backscattered coherent waves with different phases undergo a constructive and destructive interference in a random manner. The acquired image is thus corrupted by a random granular pattern called speckle that delays the interpretation of image content. Speckle noise has the characteristic of multiplicative noise [34]. Speckle is a random, deterministic, interference pattern in an image formed with coherent radiation of a medium containing many sub-resolution scatterers. The texture of the observed speckle pattern does not correspond to underlying structure. The local brightness of the speckle pattern, however, does reflect the local echogenicity of the underlying scatterers. Speckle has a negative impact on ultrasound imaging. Bamber and Daft show a reduction of lesion detectability of approximately a factor of eight due to the presence of speckle in the image [35].

The following model is considered as good model for images with speckle noise \hspace{1cm} $f(x, y) = g(x, y) \eta_m(x, y) + \eta_a(x, y)$ \hspace{1cm} (11)

\[ f(x, y) \text{ real noisy image, } g(x, y) \text{ unknown noise free image} \]

\[ \eta_m(x, y) \text{ and } \eta_a(x, y) \text{ multiplicative and additive noise functions since additive noise is considered to be lower than multiplicative noise, loupas et.al (1989) proposed the following signal dependent noise model for speckle specification in ultrasound images.} \]

3.2 **Hard-Threshold Denoising using CT**

The fundamental principle of hard-threshold denoising using CT is consistence with hard-threshold denoising using wavelet transform [30] [31]. The noisy image with additive speckle is defined as:

\[ f(m, n) = f_0(m, n) + N(m, n) \]

Where $f_0$ is “clean” image, $N$ is speckle noise, with suitable value of variance Since the DCT if not norm preserving, the variance of each curvelet coefficient depends on its index. The operator of CT is defined as $T, f^{CT} = Tf$ denotes curvelet coefficients of noisy image $f$. $\gamma$ indicates index, $f_\gamma^{CT}$ curvelet coefficients after hard-threshold processing, and thus denoising function is defined as:

\[ f_\gamma^{CT} = \begin{cases} f^{CT}, & |f^{CT}| \geq k \sigma \gamma \\ 0, & |f^{CT}| < k \sigma \gamma \end{cases} \hspace{1cm} (12) \]

Where $\sigma^2$ variance of noise is after CT $k$ is a sub band dependent value estimated is few known images and letting $k$ variate. Hard-threshold denoising method can keep edge
information perfectly, but visual distortion appears in the
reconstructed images, such as ringing effect and false Gibbs
phenomenon.

3.3 Curvelet Denoising with Cycle Spinning

In order to suppress false Gibbs phenomenon due to the lack of
translation-invariance with CT, Coifman and Donoho proposed
cycle spinning approach [32] [33]. In this paper, we propose
image denoising method combining curvelet transform with
cycle spinning (CTCS). The implementation procedure is as
follows:

(1) Cycle spin noisy image with the number of translations
(per dimension) is 1 and iterate 7 times.

(2) Apply (CT) to translated image and obtain
curvelet coefficients \( f_{\gamma}^{CT} \) at all scales and directions.

(3) Use hard-thresholding to coefficients \( f_{\gamma}^{CT} \) obtaining \( \hat{f}_{\gamma}^{CT} \)
and at the finest scale \( k = 2.5 \) and at all scales except the
finest scale \( k = 2.2 \)

(4) Apply inverse CT to \( \hat{f}_{\gamma}^{CT} \) and obtain denoised image \( \hat{f} \).

(5) Apply to inverse cycle spinning to \( \hat{f} \). After 7 times
iterations, compute the mean value of \( \hat{f} \) to get the filtered
result.

4. EXPERIMENTAL RESULT

For our experiments, we selected some 256x256, 512x512 and
1024x1024 ultrasound images and the images were blurred due
to movement of subject with linear velocity of 10 m/sec in x
direction for 2 sec and corrupted with additive speckle noise of
different variance and the denoising method was applied. The
degraded image was restored by deconvolving the degraded
image with respective PSF and the noisy image was filtered
using hard thresholding of the transform coefficients and another
method using cycle spinning technique. The performance metric
used are mean square error (MSE) and peak signal to noise ratio
(PSNR).

MSE and PSNR is given by which requires two \( M \times N \) gray scale
images, the original image \( I \) and the denoised image \( \hat{I} \), is defined
as

\[
MSE = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} [I(m, n) - \hat{I}(m, n)]^2
\]

(13)

PSNR is inversely proportional to root mean square value
(RMSE), its units are in decibels (dB) and is formally defined by

\[
PSNR = 20 \log_{10} \left( \frac{255}{RMSE} \right) \text{ (dB)}
\]

(14)

where 255 is the maximum pixel value for an 8 bits/pixel gray-
scale image. Table 1 and 2 shows PSNR results of reconstructed
images denoised by different methods, as objective evaluation
criterion of denoising performance. It can be seen: (1) The
image denoised by CTCS is better than the one denoised by CT,
illustrating the efficiency of cycle spinning applying to image
denoising. (2) To texture rich ultrasound image of 256 x 256,
512 x 512 and 1024 x 1024, CSCT increases PSNR 1.7 dB, 8 dB
and 2.3 dB on average compared to CT. Fig 2 shows the
comparison chart of PSNR v/s variance of different denoising
method of image size 256 x 256, 512 x 512 and 1024 x 1024.
Fig 3 shows the simulation result of ultrasound image of size
256x256.

![Fig.2 Comparison Chart of PSNR v/s variance of different denoising method of image size 256X256, 512x512 and 1024 x 1024](image-url)
Table 1: Comparison of PSNR, MSE and Time Elapsed of Different Denoised Image using Curvelet Transform with Cycle Spinning

<table>
<thead>
<tr>
<th>Variance</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.1665</td>
<td>55.9155</td>
<td>2.5</td>
<td>0.023</td>
<td>64.5165</td>
<td>7.639</td>
<td>0.0866</td>
<td>58.7554</td>
<td>28.608</td>
</tr>
<tr>
<td>1</td>
<td>0.2714</td>
<td>53.7947</td>
<td>2.56</td>
<td>0.121</td>
<td>57.302</td>
<td>7.522</td>
<td>0.1625</td>
<td>56.0234</td>
<td>34.993</td>
</tr>
<tr>
<td>1.5</td>
<td>0.4291</td>
<td>51.8055</td>
<td>2.47</td>
<td>0.3399</td>
<td>52.8172</td>
<td>7.372</td>
<td>0.2289</td>
<td>54.5348</td>
<td>35.084</td>
</tr>
<tr>
<td>2</td>
<td>0.6583</td>
<td>49.9601</td>
<td>2.4</td>
<td>0.6478</td>
<td>50.0165</td>
<td>7.295</td>
<td>0.3054</td>
<td>53.2821</td>
<td>36.702</td>
</tr>
<tr>
<td>2.5</td>
<td>1.01</td>
<td>48.0387</td>
<td>2.47</td>
<td>1.0281</td>
<td>48.0105</td>
<td>8.134</td>
<td>0.3871</td>
<td>52.2523</td>
<td>38.022</td>
</tr>
<tr>
<td>3</td>
<td>1.53</td>
<td>46.2808</td>
<td>2.67</td>
<td>1.477</td>
<td>46.4371</td>
<td>7.35</td>
<td>0.473</td>
<td>51.3821</td>
<td>36.833</td>
</tr>
<tr>
<td>3.5</td>
<td>2.2147</td>
<td>44.677</td>
<td>2.44</td>
<td>1.9937</td>
<td>45.1342</td>
<td>7.365</td>
<td>0.5662</td>
<td>50.6011</td>
<td>37.1059</td>
</tr>
<tr>
<td>4</td>
<td>3.0741</td>
<td>43.2537</td>
<td>2.52</td>
<td>2.5683</td>
<td>44.0343</td>
<td>7.396</td>
<td>0.6637</td>
<td>49.9114</td>
<td>36.464</td>
</tr>
<tr>
<td>4.5</td>
<td>4.15</td>
<td>41.94</td>
<td>2.58</td>
<td>3.2318</td>
<td>43.0363</td>
<td>7.68</td>
<td>0.7699</td>
<td>49.2666</td>
<td>37.38</td>
</tr>
<tr>
<td>5</td>
<td>5.49</td>
<td>40.7315</td>
<td>2.58</td>
<td>3.9702</td>
<td>42.1427</td>
<td>7.39</td>
<td>0.883</td>
<td>48.671</td>
<td>48.671</td>
</tr>
</tbody>
</table>

Table 2: Comparison of PSNR, MSE and Time Elapsed of Different Denoised Image Using Curvelet Transform

<table>
<thead>
<tr>
<th>Variance</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
<th>MSE</th>
<th>PSNR (db)</th>
<th>Time elapsed (in Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.2963</td>
<td>53.414</td>
<td>5.25</td>
<td>0.1546</td>
<td>56.2375</td>
<td>8.693</td>
<td>0.1471</td>
<td>56.455</td>
<td>35.261</td>
</tr>
<tr>
<td>1</td>
<td>0.8335</td>
<td>48.9217</td>
<td>3.83</td>
<td>0.717</td>
<td>49.5754</td>
<td>9.45</td>
<td>0.3014</td>
<td>53.3399</td>
<td>34.144</td>
</tr>
<tr>
<td>1.5</td>
<td>1.973</td>
<td>45.3135</td>
<td>4.59</td>
<td>1.5796</td>
<td>46.1454</td>
<td>11.15</td>
<td>0.4438</td>
<td>51.6587</td>
<td>33.62</td>
</tr>
<tr>
<td>2</td>
<td>3.5631</td>
<td>42.6125</td>
<td>6.33</td>
<td>2.5776</td>
<td>44.0186</td>
<td>11.09</td>
<td>0.549</td>
<td>50.7349</td>
<td>33.064</td>
</tr>
<tr>
<td>2.5</td>
<td>5.8161</td>
<td>40.4841</td>
<td>5.5</td>
<td>3.7554</td>
<td>42.3483</td>
<td>10.12</td>
<td>0.6582</td>
<td>49.7475</td>
<td>35.2618</td>
</tr>
<tr>
<td>3</td>
<td>8.4296</td>
<td>38.8727</td>
<td>5.53</td>
<td>4.9436</td>
<td>41.1903</td>
<td>10.11</td>
<td>0.786</td>
<td>49.1766</td>
<td>35.471</td>
</tr>
<tr>
<td>3.5</td>
<td>11.6015</td>
<td>37.4283</td>
<td>3.82</td>
<td>6.1185</td>
<td>40.2644</td>
<td>9.88</td>
<td>0.9343</td>
<td>47.1787</td>
<td>31.679</td>
</tr>
<tr>
<td>4</td>
<td>15.9402</td>
<td>36.1059</td>
<td>5.58</td>
<td>8.0073</td>
<td>39.0959</td>
<td>8.064</td>
<td>1.0995</td>
<td>48.4261</td>
<td>42.042</td>
</tr>
<tr>
<td>4.5</td>
<td>20.4261</td>
<td>35.0289</td>
<td>4.63</td>
<td>9.325</td>
<td>38.3387</td>
<td>9.275</td>
<td>1.2824</td>
<td>47.0507</td>
<td>33.75</td>
</tr>
<tr>
<td>5</td>
<td>25.1746</td>
<td>34.1214</td>
<td>4.43</td>
<td>11.2393</td>
<td>37.6234</td>
<td>9.1056</td>
<td>1.4278</td>
<td>46.053</td>
<td>32.214</td>
</tr>
</tbody>
</table>

![Original image](image_a) ![Noisy image](image_b) ![Blurred image](image_c)
5. CONCLUSION
Diagnosis using ultrasound images is difficult because the speckle noise which hampers the prediction and the extraction of fine details from the image. In this paper we concentrate on the improvements of interpretation of ultrasound images by the impulse response of received echo pulses. Then, we study the impulse response of small region and the "real" trace would be in 3D, but we use its 2D projection and especially in x direction. This could be possible when the movement's range is not as wide in one direction as in the others. CT shows huge potential in image denoising application as a new multi-scale transform. Experimental results show that the CTCS proposed in this paper increases PSNR of reconstructed images at the same time keeping information in high frequency subbands better and improving visual performance especially for those images possessing detailed textures.
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