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ABSTRACT 

Because of the rising demand from wide range of applications the 
need of faster and better image retrieval techniques is growing day 
by day. Dimension reduction of CBIR feature vectors has gained 

momentum for swift image retrieval. The paper presents few novel 
techniques for image retrieval based on principal component 
analysis (PCA). Here feature vectors are eigenvectors of 
covariance matrix obtained using the row mean, column mean, 
forward diagonal mean, backward diagonal mean and mean 
combinations of database images. Instead of taking all pixels of 
database images for PCA, proposed CBIR methods use mean 
vectors, thus dimension of feature vectors used for image retrieval 

is reduced resulting in faster retrieval. The proposed CBIR 
techniques are tested on two different image databases, general 
image database (1000 images spread across 11 categories) and 
COIL image database (1080 images spread across 15 object 
categories). For each proposed CBIR technique 55 queries are fired 
on general image database, 75 queries are fired on COIL image 
database and net average precision and recall are computed. The 
experimental results show that proposed CBIR techniques gives 

the better performance in terms of higher precision and recall 
values with lesser computational complexity than the conventional 
PCA based CBIR using complete image data. 
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1. INTRODUCTION 
The large numbers of images are being generated from a variety of 
sources (digital camera, digital video, scanner, the internet etc.) 
which have posed technical challenges to computer systems to 
store/transmit and index/manage image data effectively to make 
such collections easily accessible. Image compression deals with 
the challenge of storage and transmission, where significant 

advancements have been made [1,4,5]. The challenge to image 
indexing is studied in the context of image databases [2,6,7,10,11], 
which has become one of the promising and important research 
area for researchers from a wide range of application disciplines 
like art galleries [12,14], museums, archaeology [3], architecture 
design [8,13], geographic information systems [5], weather 
forecast [5,22], medical imaging [5,18], trademark databases 
[21,23], criminal investigations [24,25], image search on the 
Internet  [9,19,20]. 

 

1.1 Content Based Image Retrieval  

Kato et. al. [4] used the term content based image retrieval (CBIR) 
for the first time in literature, to describe their experiments into 
automatic retrieval of images from a database by color and shape 
feature. The typical CBIR system performs two major tasks 
[16,17]. The first one is feature extraction (FE), where a set of 
features, called feature vector, is generated to accurately represent 
the content of each image in the database [31,32]. The second task 
is similarity measurement (SM), where a distance between the 

query image and each image in the database using their feature 
vectors is used to retrieve the top “closest” images [16,17,26,30].  
Many approaches have been proposed for feature extraction in 
CBIR. The feature extraction in spatial domain includes the CBIR 
techniques based on histograms [5], BTC [1,2,16], VQ [21,25,26]. 
The transform domain feature extraction methods are widely used 
in CBIR [17,23,24]. In all these spatial and transform domain 
CBIR techniques the feature vector space for all images in 

database plays major role in deciding retrieval efficiency. 
 
Efforts have also been made to increase the speed of content-based 
image retrieval, the system works slower mainly because of the 
high dimensionality of the feature space, typically hundreds to 
thousands [29]. Raymond Ng and Sedighian [34] made direct use 
of eigenimages, a method from face recognition [35], to carry out 
the dimension reduction. Faloutsos and Lin [36] and 

Chandrasekarenet al. [37] used principal component analysis 
(PCA) to perform the dimension reduction in feature spaces. 
Experimental results in these works show that most real image 
feature sets can be considerably reduced in dimension without 
significant degradation in retrieval performance. 
Many current CBIR systems use Euclidean distance [1-3,8-14] on 
the extracted feature set as a similarity measure. The Direct 
Euclidian Distance between image P and query image Q can be 
given as equation 1, where Vpi and Vqibe the feature vectors of 

image P and Query image Q respectively with size „n‟. 
 

n

i

VqiVpiED
1

2)(  (1) 

2. PRINCIPAL COMPONENT ANALYSIS 

(PCA) [27,28,40] 

CBIR is discriminating the images from image database into 
several categories. The database images belonging to same 
category may differ in lighting conditions, noise etc., but are not 
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completely random and inspite of their differences there may 
present some patterns. Such patterns could be referred as principal 
components. Principal Component Analysis (PCA) is a 
mathematical tool used to extract principal components of original 
image data. These principal components may also be referred as 
Eigenimages. 

PCA is generally used for face recognition. The idea of using 

principal components to represent human faces was developed by 
Sirovich and Kirby [38] in 1987 and used by Turk and Pentland 
[27] in 1991 for face detection and recognition. The Eigenface 
approach is considered by many to be the first working facial 
recognition technology. PCA can be used to transform each 
original image from database into its corresponding eigenimage. 
An important feature of PCA is that any original image from the 
image database can be reconstructed by combining the 
eigenimages.  Even only some part of eigenimage can be used to 

reconstruct an approximate of the original image. PCA can do the 
jobs like prediction, redundancy removal, feature extraction, data 
compression, etc. So using PCA for image retrieval becomes 
obvious. 

3. PCA ALGORITHM [35,40] 

The various steps to calculate eigenimages are: 

A. Prepare the data 
A 2-D database image can be represented as 1-D vector by 
concatenating each row (or column) into a long thin vector. Let‟s 
suppose we have M vectors of size N (= rows of image × columns 
of image) representing a set of sampled images. 

Then the training set becomes: Γ1, Γ2, Γ3.....ΓM. 

B. Subtract the mean 
 The average matrix Ψ has to be calculated, then subtracted from 
the original images (Γi) and the result stored in the variable Φi: 

 
(2) 

 (3) 

C. Calculate the co-variance matrix 
In this step the covariance matrix A is calculated according to: 

 (4) 

D. Calculate the eigenvectors and eigenvalues of the 
covariance matrix: In this step, the eigenvectors 

(eigenvectors) Xi and the corresponding eigen values λi should 
be calculated. 

E. Calculate eigenimages 

 (5) 

where Xi  are eigenvectors and fi are eigenimages. 

F. Classifying the faces 
The new image is transformed into its eigenimage components. 

The resulting weights form the weight vector : 

 
(6) 

where  indicates the addition of element wise product of 

image with eigenimage . 
 

 (7) 
 

The Euclidean distance [11-14] between two weight vectors 
d(Ωi,Ωj) provides a measure of similarity between the 
corresponding images i and j. 

4. ROW MEAN (RM)/COLUMN MEAN 

(CM) [10,17,41] 

The row mean vector is the set of averages of the intensity values 
of the respective rows. The column mean vector is the set of 
averages of the intensity values of the respective columns. If fig.1 
is representing the sample image with n rows and n columns, the 

row and column mean vectors for this image will be as given 
below. 

Row Mean Vector =   

[Avg(Row 1), Avg(Row 2), …., Avg(Row n)] (8) 

Column Mean Vector = 

[Avg(Col. 1), Avg(Col. 2), …., Avg(Col. n)] (9) 

 
Fig. 1 Row Mean and Column Mean of Sample Image  

 

5. FORWARD /BACKWARD DIAGONAL 

MEAN [41] 
The forward diagonal mean (FDM) vector is the set of averages of 
the intensity values of the diagonal elements in the direction of a 
forward slash. The backward diagonal mean (BDM) vector is the 
set of averages of the intensity values of the diagonal elements in 
the direction of a backward slash. If fig. 2 is representing the 
sample image with 4 rows and 4 columns, the FDM vector is 
shown and fig. 3 BDM vector is shown, and the final vector for 
this image will be as given below. 

Forward Diagonal Mean Vector =   

[Avg(FDM 1), Avg(FDM 2), …., Avg(FDM n-1)] (10) 

Backward Diagonal MeanVector = 

[Avg(BDM. 1), Avg(BDM. 2), …., Avg(BDM. n-1)] (11) 

. 

.      
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Fig.2 Forward Diagonal Mean of Sample Image 

 

Fig.3 Backward Diagonal Mean of Sample Image 

6. PROPOSED CBIR TECHNIQUES 

In proposed CBIR techniques eigenimages are found for all images 
in the database using PCA. The eigen sequences are generated 
using various image data forms as listed below. 

 All image pixels,  

 Row Mean of image,  

 Column mean of image,  

 Combination row and column mean,  

 Forward diagonal mean of image,  

 Backward diagonal mean of image,  

 Combination of diagonal means. 

All these PCA eigenimage features are generated by considering 
gray and color (RGB) images from the database resulting into total 
14 different CBIR techniques. The advantage of using the means 

of images over the complete pixel data of image is reduced 
complexity of image retrieval technique. 

7. COMPLEXITY ANALYSIS 

The computational complexity of applying PCA on complete 
images is drastically reduced in proposed techniques. The analysis 
of abridged complexity in feature extraction as well as query 
execution for the discussed CBIR methods in terms of number of 
additions and multiplications is shown in table 1. The percentage 
reduction in complexity of PCA applied to row mean, column 
mean and diagonal mean based CBIR techniques as compared to 
PCA applied on complete image data is shown in table 2. 

 

Table 1. Computational Complexity of proposed CBIR 

techniques using PCA 

PCA applied 
on 

Feature Extraction Query Execution 

Additions Multiplications Additions Multiplications 

All 285,196,288 285,212,672 268,484,608 268,484,606 

Row Mean 17,280 17,408 16,768 16,766 

Column Mean 17,280 17,408 16,768 16,766 

Row & Column 
mean 

69,376 69,632 66,304 66,302 

Forward 
Diagonal Mean 

68,834 69,089 65,790 65,788 

Backward 
Diagonal Mean 

68,834 69,089 65,790 65,788 

Forward & 
Backward 

Diagonal Mean 
275,846 276,356 261,630 261,628 

 

Table 2. Percentage reduction in computational 
Complexity of proposed CBIR techniques 

PCA applied 
on 

Feature Extraction Query Execution 

Additions Multiplications Additions Multiplications 

All 0 0 0 0 

Row Mean 99.993941 99.993896 99.993755 99.993755 

Column Mean 99.993941 99.993896 99.993755 99.993755 

Row& Column 
mean 

99.975674 99.975586 99.975304 99.975305 

Forward 
Diagonal Mean 

99.975864 99.975776 99.975496 99.975497 

Backward 
Diagonal Mean 

99.975864 99.975776 99.975496 99.975497 

Forward & 
Backward 

Diagonal Mean 
99.903279 99.903105 99.902553 99.902554 

8. IMPLEMENTATION 

The implementation of the proposed CBIR techniques is done in 

MATLAB 7.0 using a computer with Intel Core 2 Duo Processor 
T8100 (2.1GHz) and 2 GB RAM. The CBIR techniques are tested 
on the generic image database (created using 839 images from 
Wang image database [15] with 161 additional images) and COIL 
image database [33]. The generic image database consists of 1000 
variable size images spread across 11 categories of human being, 
animals, natural scenery and manmade things. The categories and 
distribution of the images is shown in table 3.  

. 

.      
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Table 3.Generic Image Database: Category-wise Distribution 

Category Tribes Buses Beaches 

No.of Images 85 99 99 

Category Horses Mountains Airplanes 

No.of Images 99 61 100 

Category Dinosaurs Elephants Roses 

No.of Images 99 99 99 

Category Monuments Sunrise  

No.of Images 99 61  

 

Figure 4 gives the sample generic database images from all 
categories of images including scenery, flowers, buses, animals, 
aeroplanes, monuments, tribal people. COIL image database 
consists of total 1080 images of size 128x128x3. There are 15 
different categories consisting of 72 images in each categories To 
test the proposed method, from every class five query images are 

selected randomly. So in all 75 query images are used. Figure 5 
gives sample 15 object images of COIL image database. 
 

 

Fig.4.Sample images of Generic Image Database [Image database 
contains total 1000 images with 11 categories] 

 

 
Fig.5. Sample of 15 images of COIL image database the database 

has 15 categories, for a total of 1,080 images. 

 

To assess the retrieval effectiveness, we have used the precision 
and recall as statistical comparison parameters [1,2] for the 

proposed CBIR techniques. The standard definitions of these two 
measures are given by following equations. 

retrievedimagesofnumberTotal

retrievedimagesrelevantofNumber
ecision

____

____
Pr  

(12) 

databaseinimagesreleventofnumberTotal

retrievedimagesrelevantofNumber
call

______

____
Re

 
(13) 

9. RESULTS AND DISCUSSION 

For testing the performance of each proposed CBIR technique, per 
technique 55 queries (5 from each category) are fired on the 
generic image database of 1000 variable size images spread across 
11 categories. And 75 queries (5 from each category) are fired on 
the COIL image database of 1080 images spread across 15 object 
classes. The query and database image matching is done using 

Euclidian distance. The average precision and average recall are 
computed by grouping the number of retrieved images sorted 
according to ascending Euclidian distances with the query image. 

      Figure 6 shows average precision and average recall values 
plotted against number of retrieved result images for gray COIL 
image database. Here CBIR using PCA applied on row mean 
image outperforms the other discussed CBIR techniques with 
highest precision and recall values at much reduced complexity 
than PCA applied on complete image data. 

 

 
Fig.6. Average Precision/Recall for proposed techniques 

tested on Gray COIL image database  

 
Figure 7 gives average precision and average recall values plotted 

against number of retrieved result images for color COIL image 
database. Here CBIR using PCA applied on combination of row 
mean image and column mean image gives best performance with 
highest precision and recall values proving the worth of proposed 
CBIR techniques. 
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Fig.7. Average Precision/Recall for proposed techniques 

tested on Color (RGB) COIL image database 

 
The crossover point of precision and recall plays important role in 
performance comparison of CBIR techniques. More the height of 
crossover point better the performance of image retrieval method 
is. Figure 8 shows the comparison of precision-recall crossover 

points of proposed techniques tested on color COIL image 
database.  Here the techniques based on combination of row mean 
and column mean and based on row mean image gives almost 
similar performance as compared to PCA apllied on complete 
image data but at drastically reduced rate of complexity. So the 
same performance of image retrieval results can be obtained with 
faster techniques. 

 

 
Fig.8. Crossover points of average Precision/Recall for 

proposed techniques tested on Color COIL image database  
 

Figure 9 shows average precision and average recall values plotted 

against number of retrieved result images for gray Generic image 
database. Here best performance is shown by CBIR using PCA on 
all image data. Further it can be noted that the CBIR using PCA 

applied on forward diagonal mean is showing nearly same 
performance as that of PCA applied on complete image data.  

 
Fig.9. Average Precision/Recall for proposed techniques 

tested on Gray Generic image database  

 
Average precision and average recall values plotted against 
number of retrieved result images for gray Generic image database 
is given in figure 10. Here best performance is shown by CBIR 
using PCA on all image data. Further it can be noted that the CBIR 
using PCA applied on row mean image and combination of row 

mean-column mean image are giving almost similar performance 
at much reduced complexity.  

 
Fig.10. Average Precision/Recall for proposed techniques 

tested on Color Generic image database 

 
Figure 11 shows the comparison of precision-recall crossover 
points of proposed techniques tested on color Generic image 
database. Here it is clearly represented that also CBIR based on 

PCA with all pixel data gives marginally better performance as 
compared to other proposed CBIR techniques. 
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Fig.11. Crossover points of average Precision/Recall for 

proposed techniques tested on Color Generic image 

database 

 
Figure 12 is indicating the comparison of crossover point heights 
for all proposed CBIR techniques tested on COIL image database. 
The graph clearly reflects that for every CBIR technique discussed 
here the performance is improved in considering PCA applied on 
color data than applying PCA on gray data. In gray COIL image 
database the CBIR techniques with combination of row mean 
image gives the best performance as indicated by highest crossover 
point value with less complexity than considering all pixel data. In 
color COIL image database the image retrieval technique with 

combination of row mean and column mean image data gives best 
performance at drastically reduced complexity. This proves that 
the proposed CBIR techniques gives better performance with faster 
image retrieval.  

 

 
Fig.12. Comparison of Crossover points of average 

precision and recall for COIL image database 
 

Fig.13. Comparison of Crossover points of average 

precision and recall for General image database 
 

Figure 13 shows the comparison of proposed CBIR methods on the 
basis of height of crossover point of average precision and average 

recall curves. Here also it can be noted easily that the PCA with 
color data outperforms PCA on gray data for image retrieval. 
Further the PCA applied on all pixel data gives best performance. 
Also the performance of other image retrieval techniques based on 
row mean and combination of row mean-column mean are 
marginally less than the best. The minor decrease in performance 
in the row mean and combination of row mean-column mean based 
image retrieval techniques can be tolerated knowing the 

tremendous amount of complexity reduced as compared to using 
PCA on complete pixel data for CBIR. 

10. CONCLUSION 

Today because of the need to search appropriate mages from huge 
image pools, more précised retrieval techniques are needed. 

Computational complexity and retrieval efficiency are the key 
objectives in the image retrieval system. Nevertheless it is very 
difficult to reduce the computations and improve the performance 
of image retrieval technique. 

The paper has proposed the faster image retrieval techniques based 
on feature vector dimension reduction with Eigenvectors of 
Covariance Matrix using Row, Column and Diagonal Mean 
Sequences. Here the complexity of mage retrieval is tremendously 
reduced (by 99.9 %) in proposed techniques as compared to PCA 
applied on complete image data at the cost of marginal decrease in 
performance. 
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