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ABSTRACT 

Watershed algorithm as was introduced by Vincent and Soille is 

a segmentation algorithm based on the inundation process of the 

image gradient which is observed as a relief. It aims at finding 

the peaks in the image gradient called watersheds and identifying 

them as the image contours. Due to its flexibility and rapidity, 

this algorithm is used in several applications. However, its main 

drawback is the over segmentation .In this paper, we improve 

this technique by introducing a histogram driven methodology. 

The developed architecture is applied on an empirical basis for 

research on image segmentation and boundary detection in order 

to be compared with other segmentation algorithms. The 

simulation results show that the performance of our algorithm is 

superior to the other segmentation techniques. Finally, the whole 

design is implemented on a Virtex 5 platform based on a co-

design methodology leading to 147 MHz frequency and 76% of 

hardware resource occupation for an image of the size of 

128*128. 
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1. INTRODUCTION 
Image segmentation is an essential process for most image 

analysis tasks aiming at decomposing an image into regions 

having visual similarity. Segmentation algorithms are grouped as 

histogram-based algorithms (exp: OTSU), edge based algorithms 

(exp: Canny operator), clustering (exp: K-means) and region 

based algorithms. 

The watershed transform is a region-based segmentation 

approach coming from the field of mathematical morphology. It 

is used in several applications like object-based motion 

estimation [17], medical imaging [15], multi spectral satellite 

imagery [18], computer vision, etc. A flexible and fast algorithm 

for computing watersheds in digital grey scale images was 

described by Luc Vincent and Pierre Soille [11].It is applied on 

an image gradient which is obtained by applying an appropriate 

morphological gradient operator on a grey scale image. The 

image gradient is considered as a topographic surface. During the 

inundation process, the algorithm detects the regional minima of 

the gradients in the grey level image and increases these minima 

according to the gradient values. The watershed of a relief 

corresponds therefore to the limits of the adjacent catchment 

basins. [10]. 

The main advantage of this algorithm is the fact that with a 

moderate computational complexity, it is able to identify the 

important contours in a given image [2]. However, it possesses 

an important drawback which is the over-segmentation due to the 

fact that watershed transformation finds out even gradient peaks 

of low values and identifies them as contour. 

There are two kinds of approaches to reduce this problem. The 

first one is based on extending the watershed algorithm to 

process with the markers in order to localize its operation on 

candidate contours regions as proposed in [10]. The second 

approach is based on a pre-processing task applied to the original 

image aiming at annealing small peaks in the gradient that can 

be suspected as contours as presented in [9]. In this paper, we 

propose a novel approach for solving over segmentation which is 

a histogram driven. The implementation step of watershed 

algorithm is considered as an important task, since this method is 

used in many applications. For optimization purposes, we will 

implement the developed architecture on a Virtex 5 platform 

based on a co-design methodology. 

Using this methodology in such embedded system development 

makes it possible to meet strict design constraints such as power, 

size and timing [6]. 

This paper is organized as follows: section 2 presents our 

histogram based approach in watershed implementation for 

reducing over segmentation. The evaluation of our method 

compared to other algorithms and the simulation results are 

presented in section 3. Section 4 deals with the implementation 

of the proposed architecture. Finally, we end with a brief 

conclusion. 

2. IMPROVING WATERSHED BASED 

SEGMENTATION 

2.1 Watershed basic algorithm 

In the field of mathematical morphology, the watershed 

transform as was introduced by Vincent and Soille is a 

segmentation algorithm based on the immersion principle [11]. 

This algorithm is applied to a gradient image considered as a 

relief. During the flooding process, watersheds with adjacent 

catchment basins are constructed in the following way. Imagine, 

the relief washed in water. As the water level rises, the basins, 

which are the lower intensity level in an image, are filled and 

water spills over the boundaries, growing those basins into larger 

ones. Once flooding process finished, watersheds are then 
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defined as the peak forming the limit between two consecutive 

basins [7]. 

Thus, we can view a segmentation of an image (figure 1).  

 
Fig1. Immersion principle  

 

Actually, the algorithm is operating in two steps. In the first one 

which is the sorting process, we sort the pixels of the gradient 

image in an ascending order of grey scale values and we extract 

the coordinates of all the pixels at each level. During the second 

process which is the flooding step and for each grey level, we 

make the following test: if a pixel has a labelled neighbour then 

it takes this label otherwise it takes a new label. Finally, if the 

considered pixel has two neighbours labelled differently, then the 

pixel is considered as a watershed [14]. 

We have applied this basic watershed algorithm on Lena image, 

the resulted image is presented in figure 2: 

 

 
Fig2. Application of a watershed algorithm on Lena image 

 

As can be shown, although this method is able to identify the 

closed contours of a given image, it suffers from over 

segmentation since it considers in a similar way lower and higher 

valued gradients. In the following section, we explain how to 

solve this limitation. 

 

2.2 A histogram driven methodology 
The over-segmentation problem is created due to the fact that 

watershed basic algorithm considers the low values of the 

gradient as watersheds. For that, we had the idea of ignoring 

areas of low gradient and giving them the same label. The 

algorithm will start therefore from a certain threshold. To define 

this threshold we will be based on the histogram of the image 

gradient. Since object contours correspond to high levels of 

gradient in the image, they will define high levels classes in the 

histogram with medium probability values. However, suspect 

gradient peaks leading to over segmentation problem belongs 

generally to object surfaces or backgrounds and corresponds 

accordingly to classes of larger probability in the histogram 

leading to high peaks for low intensity levels. The idea is to use a 

histogram driven methodology aiming at extracting thresholds for 

an image and then choose among them the optimal one. This 

method is the OTSU thresholding method. It is based on 

maximizing or minimizing the between-class variance of pixel 

intensity to perform picture thresholding. The pixels of an 

observed image are represented in L grey levels from 1 to L. 

Multilevel image thresholding consists in separating the pixels of 

the image in M classes C1,..,CM by setting the thresholds 

t1,.,tM[16][12]. 

For multilevel thresholding methods, the number of the classes 

M is obtained by the following equation [13]: 
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In mathematical terms, the OTSU method can be described as 

follows: N is the number of the image pixels. For the placement 

of the thresholds, we use the histogram which is a statistic of the 

grey levels for the gradient image where: 
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As can be seen, p (i) can be interpreted as the probability to find 

the pixel level I in the whole image. 

For all classes, statistical properties such as the probability of the 

class (referred to as the class weight) and the mean of the class 

can be calculated respectively as follows: 

kCi
ipk )()(  

(5) 

kCi
iipk )()(  

(6) 

Then, we define the mean intensity of the whole image as: 

L

iT iipL
1

)()(  
(7) 

After that, the inter-class variance of a class Ck can be estimated 

as: 

)](1)[(

)]()([
)(

2
2

KK

KK
K T

B  
(8) 

http://ijcaonline.org/


International Journal of Computer Applications (0975 – 8887) 

Volume 9– No.12, November 2010 

31 

The thresholds are therefore obtained by the following equation: 

))((max)( 2

1

2 kk BLkB  (9) 

Once the thresholds extraction finished, we analyze the 

histogram of the gradient image in order to extract the optimal 

threshold. To do that, we define a table having M boxes. In each 

box, we put the number of pixels which varies between two 

consecutive thresholds and we compute the average of the boxes. 

Then, we make a comparison between the different boxes. 

Finally, we choose the value situated just after the box having 

the number of pixels which is close to the average. This value 

will be considered as the optimal threshold. 

Watershed algorithm is therefore applied starting from this point. 

Before this optimal threshold, we will just extend the basins. 

Figure 3 summaries the proposed procedure and figure 4 presents 

the contour obtained by our improved algorithm. 

 
Fig3. Proposed Procedure 

 
Fig4. Image segmentation 

 

Since the threshold separates two sets of classes. Generally, we 

can be very strict and interested only by confirmed and clear 

contours, in such a case a high threshold is applied. But, we can 

also be very permissive by underlying almost all contours in the 

image. In such a case a low threshold is applied. In this way, we 

can play on the value of the threshold to extract all the details or 

just the strongest ones according to the requested application. 

Figure 5 shows three contours of Lena image obtained from 

different thresholds. We notice that the smaller the value of the 

threshold is, the clearer the contours are. 

 
Fig5. Contours obtained from different thresholds 

 

3. EVALUATION AND COMPARAISON: 
For the evaluation of image segmentation many criteria are 

proposed. These criteria can be divided into two main categories: 

supervised evaluation and unsupervised evaluation. 

Unlike the unsupervised evaluation , the supervised evaluation is 

based on evaluating the segmented image in comparison with a 

known reference called ground truth which is created manually 

by experts[5].Figure 6 illustrates the principle of the supervised 

evaluation. 

 
Fig6. Supervised evaluation procedure of a segmentation result 

For the evaluation of the improved algorithm, we are based on 

the Berkley database which is an empirical basis for research on 

image segmentation and boundary detection [21]. Figure 7 shows 

some images selected from each category in this database and 

their corresponding ground truth. 

 
Fig7. Some images selected from the Berkley database and the 

proposed contours 
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To evaluate segmentation algorithms, we use three error 

measures. Let Iref be the reference contour corresponding to the 

ground truth and IF the detected contour obtained through the 

segmentation result of image I. The ODE (over detection error) 

corresponds to detected contours which do not coincide with Iref. 

The UDE (under detection error) corresponds to pixels of Iref 

which have not been detected. The LE (localization error) 

computes the distance between the misclassified pixels and the 

nearest pixels of Iref. Segmentation is considered good if the 

three errors are all small [19]. 

 

 Under detection error 

)(

)(

Re

/Re

f

Ff

Icard

Icard
UDE  

(10) 

 Over detection error 

)()(

)()(

Re

Re

f

fFF

IcardIcard

IIcardIcard
ODE  

(11) 

 Localization error 

)(

)( Re//Re

Icard

IIcard
LE

fFFf
 

(12) 

 

3.1 Comparison with the basic Watershed 

algorithm 

In the first step, we evaluate our improved algorithm by 

comparing it to the basic one implemented in Matlab. The 

performance measures obtained for 100 images in the Berkley 

database are presented in table1 and the application of these two 

methods on 5 images selected from each category in the Berkley 

database is presented in figure 8. Starting from table 1, we notice 

that our algorithm was well improved compared to the basic one 

since for the three error measures, values are lowered 

considerably. (In table 1, values in bold indicate best result). 

 

Table 1. Performances measure obtained from the watershed 

basic algorithm and our improved algorithm 

 

Category 

Error 

Measure 

Basic 

Watershed 

Our 

algorithm 

Landscape Over 0.9486 0.8071 

Landscape Under 0.0516 0.0115 

Landscape Loc 0.4768 0.1146 

Object Over 0.9599 0.8275 

Object Under 0.0540 0.0067 

Object Loc 0.2122 0.1208 

Animal Over 0.9256 0.7574 

Animal Under 0.0945 0.0289 

Animal Loc 0.2907 0.1752 

Nature Over 0.9530 0.7064 

Nature Under 0.0461 0.0064 

Nature Loc 0.1321 0.0763 

Portrait Over 0.9511 0.8236 

Portrait Under 0.0634 0.0193 

Portrait Loc 0.2396 0.1231 

Average Over 0.9476 0.7844 

Average Under 0.0619 0.0145 

Average Loc 0.2703 0.1220 

 

3.2. Comparaison with other segmentation 

algorithms 
In the second step, we apply canny operator [23] and K-means 

algorithm [1] considered as efficient segmentation algorithm on 

the images selected from the Berkley database in order to make a 

comparison between those methods and our improved algorithm. 

3.2.1. Canny operator 
The traditional canny operator is based on the following 

processing steps: 

 

1. Noise reduction: 
2D Gaussian filtering and the original image are convolved to 

reduce noise. The Gaussian filtering function is represented in 

the following equation: 

22

1
),,( yxG  

(13) 

The result is a slightly blurred version of the original image. 

 

2. Finding the intensity gradient of the image: 

The edge detection operator (such as Prewitt operator, Sobel  

operator, and etc) is used to calculate the horizontal direction Gx 

and the vertical direction Gy of the grey level image. From this, 

the edge gradient and direction can be determined: 
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3. Non-maximum suppression: 

Once the edge gradient and direction are obtained, a search is 

carried out to determine whether the gradient magnitude assumes 

a local maximum in the gradient direction. When compared to 

the two pixels along the gradient direction and if the grey-level 

of a certain pixel is not the greatest, then the value of the pixel is 

set to zero, indicating that this pixel is not the edge and the 

whole process is called non maxima suppression. From this 

stage, a set of candidate edge points, in the form of a binary 

image, is obtained. 

 

4. Thresholding: 

Dual-threshold algorithm is used to detect and connect edges. It 

has two thresholds: ζ1 and ζ2, where 2ζ1≈ζ 2 .Therefore, two 

output images N1 (i; j) and N2 (i; j) could be obtained 

respectively by the low and high threshold ones. N2 (i; j) rarely 

contains false edges since it is obtained by the upper threshold. 

The dual-threshold algorithm is based on connecting the edges of 

N2 (i; j) in order to form the contour. Once reaching the points of 

the contour, this algorithm will try to search for the edges that 

could be connected onto the contour at the 8 neighborhood 

locations of N1 (i; j) . The algorithm will continuously gather the 

edges of N1(i; j) untilN2(i; j) is connected. 
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3.2.2. K-means algorithm 
K-means clustering is a method of cluster analysis which aims at 

partitioning n observations into K clusters in which each 

observation belongs to the cluster with the nearest mean. The k-

means clustering algorithm is commonly used in computer vision 

as a form of image segmentation. 

The results of the segmentation are used to help border detection 

and object recognition[1]. 

The realization procedure of k-means algorithm is presented as 

follows: 

1. We Initialize the (K) class centers. To simplify, an equal-

distance method is used to define the initial class centers: 

 

k
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(16) 

 

Where i varies between 1 and k; Centeri
0 is the initial class 

center for the ith class, Lmax and Lmin are respectively the 

maximum and minimum of the grey value. 

 

2. We assign each point to its closest class center. The criterion 

to assign a point to a class is based on the Euclidean distance 

presented by the following equation: 
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 Where Distancei,j is the distance from the j th point to the i th 

class, and N is the total number of points in the sample space 

 

3. We calculate the (K) new class centers out of the mean of the 

points that are assigned to it by the following equation: 
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Where i varies between i and k and Ni is the total number of 

points that are assigned to the ith class in step 2. 

4. We repeat step 2 until the class centers converge and remains 

unchanged. 

Since K-means algorithm permits to obtain regions, we apply a 

gradient operator to the segmented image in order to extract 

borders. 

The parameter k is chosen in order to have best result for the 

segmented image. 

The application of Canny operator and K-means algorithm on the 

same images selected from the Berkley data base is presented in 

figure 8 and table 2 presents the performance measures obtained 

respectively from Canny operator, K-means algorithm and our 

improved watershed algorithm. In this table, values in bold 

indicate the best segmentation result. 

 
Fig 8. Image segmentation: a) Manual contours as proposed 

in the Berkley database b) Contours obtained by the basic 

watershed c)Contours obtained by Canny operator d)Contours 

obtained by K-means algorithm e) Contours obtained by our 

improved watershed algorithm 

 

Table 2. Performance measures 

 

Category 

Error 

Measure Canny 

Kmean

s Water 

Landscape Over 0.8919 0.8592 0.8071 

Landscape Under 0.0279 0.0138 0.0115 

Landscape Loc 0.1043 0.1582 0.1146 

Object Over 0.8995 0.8301 0.8275 

Object Under 0.0207 0.0071 0.0067 

Object Loc 0.0955 0.1256 0.1208 

Animal Over 0.8163 0.7750 0.7574 

Animal Under 0.0573 0.0316 0.0289 

Animal Loc 0.1220 0.1761 0.1752 

Nature Over 0.8096 0.7862 0.7064 

Nature Under 0.0253 0.0090 0.0064 

Nature Loc 0.0784 0.1136 0.0763 

Portrait Over 0.8984 0.8796 0.8236 

Portrait Under 0.0316 0.0225 0.0193 

Portrait Loc 0.1177 0.1786 0.1231 

Average Over 0.8631 0.8260 0.7844 

Average Under 0.0325 0.0168 0.0145 

Average Loc 0.1036 0.1504 0.1220 
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Starting from table2, the values of the three error measures 

obtained by our algorithm are better than that obtained by K-

means algorithm. Thus, our algorithm is better than K-means 

algorithm. In comparison with canny operator, we have better 

result for the under-detection and the over-detection errors. But, 

for the localisation-error, the better result is obtained by canny 

operator. We can, therefore, conclude that our algorithm is close 

to if not better than canny operator. So we are led to the 

conclusion that our method is efficient in image segmentation. 

 

4. IMPLEMENTATION 

4.1. Previous works 
In the literature, several approaches have been proposed for the 

hardware realization of watershed transformation. In [2],we  

describe a watershed algorithm based on the flooding process. 

The implementation phase of the proposed architecture is based 

on ordered queues which add high complexity to the design. In 

fact, the synthesis results of the proposed architecture for Virtex 

FPGA show that the circuit runs at 55 MHz for an image of the 

size of 30*30. 

In [4], we describe an implementation method of a watershed 

algorithm based on connected components on FPGA XC2V6000. 

In the proposed design, large data structures used in the 

algorithm are placed redundantly in the external memory banks 

in order to allow parallel access to them and are accessed as read 

or write only. In this way, eight pixels can be processed in 

parallel. The circuit runs at 86 MHz and occupies 9,8%of the 

slices and 119 blocks RAMs for an image of the size of 512*512. 

[3] shows a pipeline implementation of a watershed algorithm   

aiming at propagating the value of each pixel to its neighbours. 

The implementation is based on processing w-sets of k-lines of 

an image as follows: a new set is taken from the external memory 

banks and an oldest one is shifted to other external memory 

banks until processing the whole image. The proposed system 

runs at 66 MHz and occupies 93% of the hardware resources of 

an FPGA XC2V6000. 

The proposed architectures designed for hardware 

implementation are interested only in watershed transformation, 

considering as input the gradient image, due to the limitation of 

hardware resources in FPGA. 

In this paper, we try to exploit the co-design methodology in 

implementing the whole system described in section 2 in a  

virtex 5 platform. In this platform, the Virtex 5 FPGA contains a 

PowerPC processor integrated for running software application 

while the surrounding FPGA fabric can be configured as 

hardware accelerators. The reason for using a software/hardware 

co-processing architecture is that it takes advantage of both sides. 

In fact, the Software solution offers more flexibility and a lower 

cost of implementation, while the hardware implementation is 

faster in processing [8]. 

 

4.2. Implementation of the proposed 

architecture on a Virtex 5 platform 

The aim of our work is to reduce design time and reach better 

performances when implementing the system with hardware and 

software resources. For that, we use Co-developper of Impulse 

Accelerated technologies for design optimization. This tool is a 

C-to-HDL compiler which realises all the steps from initial 

design to final implementation of an algorithm [20]. In the first 

step which is the simulation, the source code of the design is 

described in ANSI C and then simulated using Impulse C. In the 

second step which is the partitioning, the source code is divided 

into software and hardware components. The software 

component consisting of the input and output interfacing is 

running on the target PowerPC processor. The hardware 

component is composed of the gradient operator, the OTSU 

method and the watershed algorithm. Then, the compiler is used 

to generate automatically the appropriate interfaces for both the 

hardware and the software components. 

Finally, constraints and logic are mapped onto the target 

resources and a configuration bit stream is generated. 

In our case, the Studio Design Kit from Xilinx is used for the 

generation of the bit stream file to configure the FPGA on a 

Virtex 5 platform [22]. We notice that for an image of the size of 

128*128 the system runs at 147 MHz and occupies 76% of the 

hardware resources. 

 

5. CONCLUSION 
In this paper, an improved watershed segmentation algorithm 

with a histogram driven methodology is proposed. 

The application of the novel approach on an empirical basis for 

research on image segmentation and boundary detection and the 

comparison of the resulted images with those obtained  

respectively by the basic watershed algorithm, Canny operator 

and K-means algorithm show the effectiveness of our algorithm. 

Moreover, this paper applies the co-design methodology in the 

implementation of the improved architecture on a Xilinx Virtex 5 

development platform. The software application which is the 

interfacing of the input and output image are running on the 

Power PC processor. The hardware component, which is the 

gradient operator, the OTSU method and the watershed 

algorithm co-process with the Power pc to achieve the goals of 

acceleration. This strategy leads to acceptable hardware 

resources occupation (about 76%) and to a frequency 

performance of approximately 147 MHz for an image of the size 

of 128*128. 
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