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ABSTRACT 

This paper introduces a face recognition system that contributes 

the feature and decision fusion in challenging environment. In this 

work, we investigate the proposed facial recognition system in 

typical office environments conditions. Though the traditional 

HMM based facial recognition system is very sensitive to the 

facial parameters variation, the proposed feature and decision 

fusion based face recognition is found to be stance and performs 

well for improving the robustness and naturalness of human-

computer-interaction. At first appearance and shape based features 

are extracted using Active Appearance Model and Active Shape 

Model. The other task combines appearance and shape based 

features that have been used by the multiple Discrete Hidden 

Markov Model classifiers with likelihood ratio based score fusion 

and majority voting method. The performances of all these uni-

modal and multi-modal system performance have been evaluated 

and compared with each other according to the VALID database. 

General Terms 

Face Recognition, Feature Fusion and Decision Fusion. 

Keywords 
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1. INTRODUCTION 
In noisy environment, perfect solutions are often difficult to 

achieve for pattern recognition system [1]. A multiple classifier 

system is a powerful solution to these complex pattern recognition 

problems because it allows simultaneous use of arbitrary feature 

descriptors and classification procedures [2]. 

Several excellent survey papers on face recognition techniques are 

available with a wide variety of methods [3], [4], [5], [6] that covers early 

face recognition approaches. While humans quickly and easily recognize 

faces under variable situations or even after several years of separation, 

the problem of machine face recognition is still a highly challenging task 

in pattern recognition and computer vision [7], [8]. A face is inherently a 

3D object illuminated by a variety of lighting sources from different 

directions and surrounded by arbitrary background objects. Therefore, 

the appearance of a face varies tremendously when projected onto a 2D 

image. Different pose angles cause significant changes in 2D appearance 

[9]. Rotation independent face recognition using optical neural network 

has also been developed [10], [11]. 

Various learning algorithm such as probabilistic decision-based 

neural network based face recognition/detection [12], neural 

network based face detection [13], Gabor Wavelets Transform and 

Extended Nearest Feature Space Classification [14], Karhunen-

Loeve Procedure [15], ICA based face detection [16], support 

vector machine based approach [17],  eigenfaces for recognition 

[18] etc. have been developed  for the face recognition purpose. 

Learning systems in face recognition that employ hybrid strategies 

[19], [20], [21], [22] can potentially offer significant advantages 

over single-strategy systems. 

In this work, appearance and shape based facial features fusion 

and likelihood ratio based and majority voting method based 

decision fusion has been proposed for face recognition. Facial 

image processing and the components of proposed facial 

recognition system are shown and design tradeoffs are focused on 

the following sections. The performances of each uni-modal and 

multi-modal systems performance are compared and shown in the 

results and performance analysis section. 

2. FEATURE AND DECISION FUSION 

BASED FACE RECOGNITION SYSTEM 
The paradigm of the proposed appearance and shape based feature 

fusion and decision fusion method are shown in figure 1. 

Principal Component Analysis (PCA) has been used to reduce the 

dimension of the facial feature vector. Log likelihood ratio based 

decision fusion is performed to combine the appearance and shape 

based HMM classifier output. Finally all of the classifiers output 

i.e. appearance based HMM classifier, shape based HMM 

classifier and combined appearance-shape based HMM classifier 

are simulated using majority voting method to get the overall face 

recognition result. 

3. FEATURE EXTRACTION FROM THE 

FACIAL IMAGE 
High quality digital camera has been used to capture the face 

image. After acquisition of face image, Stams [23] Active 

Appearance Model (ASM) has been used to detect the facial 

features. Then the binary image has been taken. The Region Of 

Interest (ROI) has been chosen according to the ROI selection 

algorithm [24, 25]. Lastly the background noise has been 

eliminated [26] and finally appearance based facial feature has 

been found. The procedure of the facial image pre-processing 

parts is shown in figure 2. To reduce the dimensionality of the 

facial feature vector, PCA has been used. 
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Fig 1: Block diagram of the proposed feature and decision fusion based face recognition system 

 

 
Fig 2: Facial image pre-processing for the proposed system (a) Original image (b) Output taken from Stams Active Appearance 

Model (c) Facial edges are extracted (d) Shape based features (e) Region Of Interest (ROI) selection with background noise (f) 

Appearance based facial features 

 

 

4. LEARNING AND CLASSIFICATION 

MODEL OF THE FACE RECOGNITION 

SYSTEM  
In training phase, for each face k, an erogodic DHMM (Discrete 

HMM), k has been built [27, 28, 29, 30]. The model 

parameters ),,( BA  have been estimated to optimize the 

likelihood of the training set observation vector for the kth face 

by using Baum-Welch algorithm. The Baum-Welch re-

estimation formula has been considered as follows [31]: 
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In the testing phase, for each unknown face to be recognized, 

the processing shown in figure 3 has been carried out. This 

procedure includes: 

 

Measurement of the observation sequence, 

},........,{ 21 noooO  , via a feature analysis of the speech 

corresponding to a face. 

Transformation the continuous values of O into integer values. 

Calculation of model likelihoods for all possible models, 

KkOP k 1 ),|(  . 

Declaration of the face as k* person whose model likelihood is 

highest – that is,  

 

)]|([maxarg*
1

k
Kk

OPk 


                        (4) 

 

In this proposed work the probability computation step has been 

performed using the Baum’s Forward-Backward algorithm [31, 

32]. 

 

 
Fig 3: Block diagram of DHMM recognizer for face 

recognition 

 

5. APPEARANCE AND SHAPE BASED 

LIKELIHOOD RATIO BASED SCORE 

FUSION 
After appearance and shape recognition part separately, their 

outputs are combined by a weighted sum rule to produce the 

final decision. For a given appearance-shape facial test datum of 

AO and SO , the recognition utterance 
*C is given by [33],  

}/(log)1()/(log{maxarg* i

SS

i

AA
i

OPOPC        (5) 

Where 
i

A and 
i

S are the acoustic and the visual HMMs for 

the 
thi utterance class respectively and )/(log i

AAOP  and 

)/(log i

SSOP  are there log likelihood against the 
thi class. 

Among various types of score fusion techniques, baseline 

reliability ratio-based integratio has been used to combine the 

appearance and shape based facial recognition result. The 

reliability of each modality can be measured from the outputs of 

the corresponding HMMs. When the appearance based 

parameters are not corrupted by any noise, there are large 

differences between the appearance based HMMs output 

otherwise the differences become small. The reliability of each 

modality can be calculated by the most appropriate and best in 

performance [34], 
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Which means the average difference between the maximum log-

likelihood and the other ones and N is the number of classes 

being considered to measure the reliability of each modality, 

},{ VAm . 

Then the integration weight of audio reliability measure A can 

be calculated by [35], 

SA
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S


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Where AS and SS are the reliability measure of the outputs of 

the appearance and shape based HMMs respectively.                                                                                                                   

The integratio weight of visual modality measure can be found 

as, 

)1( AS                                         (8) 

 

6. MULTIPLE CLASSIFIER FUSION 
An effective way to combining multiple classifiers is required 

when a set of classifiers outputs has been created. Various 

architectures and schemes have been proposed for combining 

multiple classifiers [36]. The majority vote [37, 38, 39, 40] is 

the most popular approach. Majority vote approach has been 

used to combine three classifiers i.e. appearance based, shape 

based and appearance-shape based outputs in this work. The 

general voting routine can be defined as [41], 
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Where  is a parameter, k(d) is a function that provides 

additional voting constraints and the binary characteristics 

function can be defined as, 
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Where the output of the classifiers from the decision vector, 
T

ndddd ],....,[ 21 and },,.......,,{ 21 rcccd mi  , 

ic denotes the label of the ith class and r the rejection of 

assigning the input sample to any class.  

 

7. EXPERIMENTAL RESULTS AND 

PERFORMANCE ANALYSIS 
The critical parameter of HMM i.e. number of hidden states can 

affect the performance of the proposed system. A trade off is 

made to explore the optimal values of the above parameter and 

experiment is performed which is shown in sub-section 7.1.  

 

 

Optimal values of the number of hidden states are chosen and 

finally find out the results of appearance based only, shape 

based only, combind appearance-shape based feature vector and 

overall performance of the appearance based, shape based, 

combined appearance-shape based feature which are elaborated 

in sub-section 7.2. 

 

7.1 Optimum Value Selection of the Number 

of Hidden States of DHMM, NH 
In the learning phase of DHMM, We have chosen the hidden 

states in the range from 5 to 25. The highest performance of 

87[%] have been achieved at NH =10 which is shown in figure 4. 

 

7.2 Performance Measurements of the 

Proposed System 
VALID face database [42] has been used to measure the 

performance of the proposed system where four different office 

environment facial images are exists for each person. 150 

persons facial images are chosen to evaluate the performance 

where three (i.e. 1, 2 and 4) faces are used for learning and other 

face (i.e. 3) is used for testing purpose. Figure 5 focuses the 

performance comparison among various uni-modal and multi-

modal facial recognition system. 

 
 

Fig 4: Results after setting up the hidden states of DHMM 
 

 
 

Fig 5: Performance comparison among appearance only, shape only, appearance-shape feature fusion based and combined 

classifiers based i.e. majority vote output of the proposed system
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8. CONCLUSIONS AND OBSERVATIONS 
The highest face recognition rate of 99% has been achieved for 

the proposed feature and decision fusion based technique. 

Experiments show that the proposed model of face recognition 

gives a promising result for official environmental conditions 

which can satisfy any practical demand. Future works include 

increasing the types of noise and improving the model so that it 

can handle new noises that are previously unknown for the 

system. Finally, hybrid classification methods introducing neural 

networks, genetic algorithm, fuzzy logic and so on can be used 

to optimally constructed given a large data set of facial images. 
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