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ABSTRACT 

With tremendous increase in the amount of digital data available 

educators are forced to author content for learning and teaching 

for use in their classes. With that there has emerged a need to 

facilitate automatic discovery of learning resources from the 

World Wide Web. In this work, we present a novel approach for 

discovering content from the web for e-learning.  We argue that 

for an e-learning scenario, retrieval of the redundant content 

from the web is a serious problem to be addressed as it does not 

satisfy the requirements of a typical learner. Furthermore, the 

content retrieved should cover all topics as in his syllabus. 

Sense-disambiguation should be performed during information 

retrieval from the web so that it corresponds to the learner‟s 

actual domain of interest. This work presents a domain ontology 

based re-querying approach for query expansion to discover 

content from open corpus sources. We use the Latent Dirichlet 

Allocation Model for unsupervised classification of document 

segments to aid students and educators. Having identified the 

topics at the granularity of document segments in an 

unsupervised fashion, we state that internal topic transitions in a 

resource retrieved from the web can be exploited for providing 

relevant and personalized content. In addition to this, we propose 

a re-ranking scheme for ordering results from search engines to 

maximize topic coverage and minimize redundancy among 

retrieved results. We also evaluate the effectiveness of our 

proposed method for information retrieval and show that our 

work results in greater coverage of topics from the web without 

redundancy. 

General Terms                                                  
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Keywords                                                      
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1. INTRODUCTION 
    The World Wide Web is a huge repository of freely available 

content which can be used for a learning environment.  The web 

houses several learning objects.  Such content suitable for 

presentation to a learner can be obtained from tutorials, 

community edited documents, reports, learning repositories, 

research papers which are available for free on the web. 

However, such a vast pervasive resource has not yet been fully 

exploited towards development of personalized e-learning 

systems for educators and students [8]. 

 

      Boyle [2] describes the development of learning objects for 

educators as an arduous task. The fact that proprietary learning 

resources are always primarily restricted to the learning 

environment in which they are created compounds this problem 

further. In addition to this, the instructor spends a lot of time and 

development effort in discovery and presentation of content to 

the learner. Gary Marchionini et al. [3] address the costs 

involved in the authoring of learning resources by educators. 

Thus, the development, reuse and presentation of suitable 

content from the World Wide Web pose challenges in the arena 

of educational data mining. 

 

     Brusilovsky et al. [1] argue that with the emergence of 

advanced search engines and tools, discovery materials for e-

learning may not be a problem. However, the resources that one 

discovers might have varying styles and audience. They might 

lack complete coverage of topics which the instructor actually 

requires for content authoring. Furthermore, many resources 

which are retrieved are highly redundant.  Hence, we state that a 

re-ranking of results could help in minimizing redundancy 

among retrieved content. In addition to this, a learning resource 

can be composed of several document segments. We argue that 

determining the topic of each of the underlying document 

segments in a document can enable personalized content 

retrieval. 

 

    The main motivation of this research is to facilitate 

unsupervised discovery and classification of relevant content 

from the web for e-learning. The work aims to help the 

educators in development of content from the web and reduces 

the overhead incurred by the educators as a part of content 

authoring.  Hence, instructors can focus on development and 

design of course curricula instead of authoring content for e-

learning. 

     

    The reminder of this paper is structured as follows. Section II 

discusses the related previous work done in the area of content 

retrieval and annotation for e-learning. This is followed by a 

listing of the different phases in the proposed methodology. The 

paper also describes the challenges involved in content retrieval 

for e-learning. The paper describes the basics of the Latent 

Dirichlet Allocation Model proposed by Blei et al [7] and its 

relevance for usage in e-learning. The paper justifies the 

rationale behind segment level topic identification in a document 

to provide personalized content. This is followed by the 

argument that the results from the LDA generative model could 

be used for a quantitative measurement of the topic coverage of 

the retrieved results for specific topics available in the syllabus. 
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The paper then goes on to discuss the proposed re-ranking 

scheme for ordering results based on LDA from search engines. 

Finally, a performance evaluation of the proposed methods for 

information retrieval of e-learning content is presented to justify 

that the method reduces redundancy and increases coverage of 

topics in the syllabus. 

  

2. REVIEW OF RELATED LITERATURE    
Previous research in the area of information retrieval for  e-

learning reviews the relevance of open corpus content and the 

content available in knowledge repositories for use in  education.   

 

Related works [1],[2],[4] describes various challenges involved 

in re-use of content from web for e-learning. Steichen et al [4] 

state that the problem of accurate identification of content from 

open corpus sources has led to the development of many open 

source implementations of  web based information retrieval 

systems eg: Lucene[5], Nutch [6]. But, such IR systems suffer a 

significant drawback that they retrieve web pages based on the 

relative relevance of the retrieved page to the query of the 

learner  and therefore, cannot provide a description of the web 

page retrieved [4]. Steichen [4] also explains that an IR system 

along with an automated indexer and an annotator can assist in 

supporting dynamic hyper text generation.  

 

    Challenges to development of a suitable information retrieval 

system for e-learning include content caching for further data 

analysis [4]. Furthermore, meta-data must be generated to tag the 

obtained data for use by the personalization modules. Other 

challenges include ensuring document cohesion in the learning 

object/resource presented to the learner. Cohesion ensures that 

the learning resource explains about a single topic. The research 

by Seamus Lawless [8] addresses the problems and requirements 

of an e-learning system that employs content from open sources. 

Discoverability of suitable and relevant content from the web 

may be difficult because information required for e-learning 

requires an organization among the content and the vast quantity 

of content from WWW is seldom organized and exhibit 

variations in purpose, topic and format [8].  

 

    Several strategies such as unsupervised text segmentation, 

topic detection, query expansion have been identified to deal 

with these issues in isolation in the area of  text mining. These 

must be integrated to produce a semantic aware content 

discovery system which can facilitate presentation of educational 

content relevant to the learner by unsupervised classification and 

annotation of learning resources . 

     When dealing with content retrieval from the web for 

educational domains,  the usage of simple TF-IDF (Jones et al. ) 

[9] for determining terms for query expansion is insufficient and 

some kind of supervisory structure is needed for discovery of 

associated concepts. Furthermore, a simple TF-IDF based re-

querying scheme can miss some potentially relevant sub-

concepts associated with the query term. We argue that, for an e-

learning system, such a case is not admissible as it results in 

incomplete coverage of topics to the learner. Usage of an 

ontology for guided querying can mitigate this effect. 

 

    Any web search works on the principle of ranking the pages in 

www. This is one area which has drawn much attention recently 

due to the proliferation of search engines and many algorithms 

for this purpose have been developed. PageRank algorithm[10] 

is one such which is content independent and focuses on the 

position of the page in the graph of www alone. Yaltaghian et al. 

[11] proposed a set of 21 measures based on network analysis 

and showed significant improvement over google[12] in the 

relevance of results. But such generic measures can only aid to a 

certain extent in such a content-dependent area as e-learning. 

 

     Classification of the retrieved documents and annotation 

follows information retrieval in building an e-learning system. 

Document classification is a well researched area. Simple 

algorithms such as TF-IDF [9] use the frequency of terms alone. 

Latent semantic indexing [13] is a technique that utilizes 

singular vector decomposition and considers not only the 

frequency of the terms but also the associations between them. 

But algorithms involving probabilistic analysis increase the 

effectiveness of classification. In this research, we employ the  

Latent Dirichlet allocation (LDA) [7] which is a recently 

developed generative model that is based on the bag of words 

approach and uses Dirichlet distributions to determine the 

context/topic of a given word in a given document and thus 

ultimately the topic mixture of each document. Biro [14] details 

an approach for using LDA for document classification.  

 

3. MOTIVATION 
In this section we discuss certain issues addressed by the 

proposed system for e-learning. Seamus Lawless et al. [15] 

discuss an implementation of an e-learning system using a 

focused web crawler and an indexer. Their approach to 

discovery of educational content from the web is driven by a set 

of keywords in a file. However, such an approach which is 

entirely key-word driven shall fail to identify associated words. 

Hence, an ontology based query expansion scheme is needed 

because it incorporates some additional knowledge about 

relationships existing between the terms in the syllabus. We 

claim that such relationships play a pivotal role in an e-learning 

kind of a scenario where a learner is expected to derive 

maximum knowledge by assimilating all the concepts in his 

topic of interest. For example, when querying the web for 

learning objects pertaining to operating system memory the 

keyword driven search [15] might not identify “operating system 

paging” as an associated word because it is oblivious to the fact 

that a part-of relationship exists between a pager and an 

operating system.  

 

     Furthermore, incorporating domain knowledge in the form of 

an ontology can perform sense-disambiguation in the retrieved 

content. For instance, the query „process management‟ when 

given to a search engine returns more results corresponding to 

business process management and industrial process 

management compared to the actual domain of interest which is 

„computing‟. Hence, an ontology or a knowledge base which 

relates operating system and process management by a suitable 

„function of‟ relationship can result in retrieval of relevant 

content.  

 

     The work by Steichen [4] requires a content authoring phase 

and requires manual intervention to tag and annotate content. It 

assumes content authoring to be done by means of crowd 

sourcing to annotate documents. However, such crowd-sourcing 

annotations are inherently subjective and vary depending upon 

the user‟s perception. There is no guarantee that users tag 

content accurately. Furthermore, this approach requires time on 

the part of the person who annotates the learning material. We 

make use of the Latent Dirichlet Allocation  model for 

unsupervised segment level document classification. 

     

     Conventional e-learning systems do not take into account 

topic transitions between the segments of a single document 

which considerably affects the cohesion in the learning object 

presented to the learner. Our approach operates on the 
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granularity of document segments as compared to other 

approaches which operate at the document level. Considering 

gradual topic transitions across segments in a document shall be 

useful in providing more appropriate content to the learner. For 

example, if the system has apriori knowledge that a learner has 

studied „semaphore‟ then documents which make a gradual 

transition from „semaphore‟ to a topic unknown to the learner 

might be presented to him. 

 

      In addition to this, the main problem with discovery of 

content from the web is the redundancy of the retrieved results. 

We use the LDA model to build a vector space of topics 

corresponding to the domain of interest. Then, retrieved set of 

documents are chosen so as to minimize redundancy with the 

existing corpus. A cosine-distance similarity measure is 

considered for re-ranking. 

 

     Also, in the case of information retrieval for e-learning one 

must consider coverage of topics beyond a threshold. We 

assume the length of a document (after the removal of its stop 

words) to be indicative of the document‟s coverage of the topic. 

 

4. ARCHITECTURE 
 

 
Figure 1- Content Retrieval for e-learning 

 
Figure-1 describes the proposed architecture. The input is an 

ontology corresponding to the domain of interest. The algorithm 

then performs query expansion and classification of results 

obtained from the web at the level of segments. The LDA 

generative model to give the probability of association of a word 

and a topic.This is followed by re-ranking of results in a topic 

space where the dimensions are formed by the terms in the LDA 

model. 

    

  The proposed methodology for retrieval of content from web 

for e-learning consists of 2 phases 

4.1 Query generation and expansion : 

The query expansion phase involves a TF-IDF based re-
querying to the search engines and also an ontology based query 
expansion for better content coverage from the web. The top „k‟ 
terms ordered by their TF-IDF values are obtained from each 
search. And, the obtained terms are concatenated with the 
original query term to generate a new query.  For example, our 
search on operating systems generated „kernel‟ following the 
previous method. Hence, the new query would be generated as 
„operating systems kernel‟ to the search engine.  

As web pages are retrieved they are saved and an LDA based 
classification is done on the web page. The web pages retrieved 

are divided into several segments. (By segment, we mean a 
paragraph separated by a newline character). From the LDA 
model (which is generative in nature) we obtain the confidence 
level that the segment is associated with a given topic. The topic 
with the maximum probability is chosen as the topic of the 
segment and the segment is annotated suitably. Cohesion among 
learning material is important for a learner. Hence, consecutive 
segments which have the same topic are suitably coalesced so 
that they are cohesive. The topic coverage of the corresponding 
topic (initially set to zero for all topics) is incremented by the 
length of the segment. Once the topic coverage of the topic 
queried exceeds a threshold, the TF-IDF based query expansion 
is stopped and the next term in the ontology is used to expand the 
query.  

 For example , if a part-of relationship exists between 
operating system and memory management then, the next query 
proceeds as “ operating system + memory management “. The 
same process is repeated for every concept in the syllabus.  

The rationale behind paragraph level annotation is to exploit 
topic transitions in a document for providing relevant topic to the 
learner. From the topic of the individual segments in the 
document, the dominant topic of the entire document is inferred.  

Algorithm1 :  (Content Retrieval from Web) 

Input:  
A domain Ontology, a topic „T‟ to begin the query,t_hold: 

threshold parameter for topic coverage. 

 

Output:  
A corpus of documents of all concepts associated with „T‟, topic 

coverage vector Di for each document . 

 

Process: 

While(terms remain in ontology)  

Do 

T0 := next term from domain ontology 

Use T0 to query the web 

L1: = Re-ranked list of the top n results by                                 

         using algorithm 3. 

<Document set> D = top k documents from L1. 

For each Document Di in D 

          For each Segment „s‟ in Di 

              Use LDA to annotate document segments. 

              len = Segment.length  

              Di (T0) += len.  

          end For 

end For  

Obtain TF-IDF for Di. 

List L2 = dominant terms of Di 

 For each term „ti‟ in L2 

              If (topicCoverage Di (T0)) < t_hold) 

 Requery using ( Topic + ti )  
      end For  

end Do 

 

     For our research we employ the LDA model [7] proposed by 

Blei et al. The LDA is a generative probabilistic model for 

modeling a corpus of text. It is a hierarchical Bayesian model 

where in an item is modeled as a mixture over an underlying 

topic set each topic in which is inturn viewed as an infinite 

mixture over an underlying text of topic probabilities [7]. 

Interested readers are advised to read through [7] for a 

comprehensive overview of LDA.  
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Algorithm 2 :  (Segment Level Topic annotation using LDA) 

We use a Score_matrix as a data structure for the algorithm. 

Score_matrix[i,j] is a measure of the confidence level for which 

the I th segment is associated with the J th topic. The function 

segment_coalesce(I,J) concatenates the segment I and J.  

 

Input:  
The result of running the LDA model on a training set of 

documents (the form of a triple <topic_id,word,probability>) 

along with the corpus retrieved by algorithm 1.  

 

Output: 

Segment level annotations of the document and the dominant 

topic of the entire document. 

 

Process: 

For each Document Di in D 

    For each Segment „s‟ in D 

        For each Tuple <Wi, Pi,„Ti‟> in the LDA Model, 

          if (s.contains(Wi)) 

          Increase Score_matrix[si,Ti] by score_val = Pi. 

        end For 

Order each topic by its weight in the Score_matrix.  

ts = maximum scored topic for current segment „s‟. 

prev_topic = maximum scored topic for segment „si-1‟ 

if (prev_topic == ts ) 

  Segment_coalesce( s, prevs ) 

else 

  Indicate topic transition from  si to si-1 

end For 

end For 

 

4.2 Re-ranking and Document Modelling 

 
Most resources retrieved from the web might be redundant. 

Presentation of such redundant content to the learner might 

result in decrease of learner productivity. For re ranking, we use 

a topic vector space model [12] by Jorg Becker and Dominik 

Kuropka.  

     A document is represented as a point in a „k‟ dimensional 

vector space of which each dimension is a topic.  The weights 

associated with the individual topics in the document are 

obtained using the LDA generative classification (Algorithm 2).  

Thus every document is represented as a vector of topics with 

weights corresponding to individual topics. The new set of 

documents which are retrieved are ordered so as to maximize 

their cosine distance measure from the existing set of 

documents. The Cosine similarity measure is defined in 

literature as, 

 

 
 
     For example, consider a document which contains a line – 
“Paging is a function of Operating System”. The output of the 
LDA model (Figure2) indicates that paging (page after 
stemming) has a high probability to be generated from the topic 
„memory management.‟ Let the probability that the term „paging‟ 
is generated from the topic memory management be p. Hence, the 
dimension in the document corresponding to „memory 
management‟ is increased by p. The same process is repeated to 
obtain the weight contributed by the entire document to each 
topic dimension. And we model a single document in the vector 
space as 

 <Topic 1> weight 1 </topic1> <topic 2> weight 2 </topic 2> 
<topic 3> weight 3 </topic3>  and so on. 

 

Algorithm 3:  Re-ranking  

Input: 
 Unranked set of documents D, a set of stored documents S. 

 

Output: 

 Re-ranked set of documents D‟ for e-learning. 

 

Process: 

For each document „d‟ in D, 

Model a document point „d‟ as a vector in k-dimensional topic 

space. 

For each document „s‟ in S, 

   Calculate the sum of distances(µ) of „d‟ from „s‟. 

    Sort all documents in D by µ in descending order 

D‟ = Set of top „m‟ obtained results . 

Return D‟ 

 

5. Evaluation 

5.1. Experimental definition and Setup 
 
     Our ontology driven approach to query expansion and the re-

ranking algorithm were both tested through retrieval of 500 

documents from the World Wide Web. Our work to study the 

effectiveness of our algorithm can be divided into 2 major 

interleaved phases:  

 

I) Document retrieval from the web. 

II) Classification of the retrieved documents. 

 

     Initially we constructed an LDA model, using the Jgibb 

LDA([17])  package, from a training set of 350 manually 

downloaded documents from the web. This model was 

developed to be later utilized during the inference of documents 

retrieved by an automated content discovery system. 

 

     The following figures 2a,2b,2c show a sample snapshot of 

word-topic probabilities from LDA model: 

 

 
( 2a) 

 

 
(2b) 
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(2c) 

Figures 2a,2b,2c-Topic word probabilities from the LDA 

model 

 

     In the first phase, we constructed an ontology, using the 

protege ontology editor[18], for the domain of 'Operating 

Systems'. 

 

 
Figure 3-Snapshot of Ontology 

 

     This ontology was used to identify sub-concepts which can 

be used to perform guided expansion of queries in addition to the 

terms determined by TF-IDF. The expanded query was utilized 

to search the web through google.  

 

 

     For each query, from the results obtained from the search, we 

first retrieved the top 10 documents. We arrived at the value 10 

after extensive observation led us to the conclusion that the 

relevance of the results, for searches from an educational point 

of view, was found to reduce significantly when more results 

were considered.  

 

     Each document in the retrieved set was then preprocessed 

using stemmer and stop words are removed. Then it is classified 

according to the algorithm 2 described above . This 

classification occurs at the granularity of segments and the 

position of the document in the term vector space is identified. 

For each document its degree of coverage of the terms was 

stored in xml format so as to enable easy retrieval of that 

information.    

 

     These top documents in each set were then re-ranked 

according to the sum of the distances, in the topic vector space, 

from the currently existing corpus of documents in the topic 

vector space. The top 5 results were chosen from the re-ranked 

list and the corresponding documents are added to the corpus 

with the coverage being updated accordingly. This process was 

repeated for complete coverage of topics.  

 

     To verify the effectiveness of our approach, we then 

performed the same steps, but without the re-ranking and the 

usage of ontology, and taking the top results from the google 

search as such and performing query expansion with the usage 

TF-IDF. 

        

     Then we compared the two approaches on their diversity of 

content and their degree of coverage of the various terms from 

the LDA model. 

 

 

 

5.2 Results 
 
The two measures which we chose to compare our approach 

with the baseline approach were: 

 

I) Coverage of concepts: The degree to which each 

approach covers the top keywords that were found to 

belong to each topic during the LDA model 

construction run( done using manually accumulated 

documents). 

 

 
 

A concept is said to be covered if along the associated 

dimension on the topic vector space the weight is non-

zero. 

 

II) NR (Non- Redundancy) measure: which we define to 

be the sum of the cosine distance values of the set of 

documents retrieved from the currently existing corpus 

of documents. We consider this to be a optimal 

measure of the dissimilarity of content in the 

document corpus.  

 

 
Figure 4-Comparison of topic coverage 

 

 

     The usage of ontology shows significantly improved 

coverage of topics over the simple TF-IDF approach as can be 

clearly seen from the graph above. The benefit brought about by 

the usage of ontology-driven query expansion can be clearly 

noticed.    

 

  The following graph signifies the degree of improvement that 

the re-ranking scheme brings to the measure of diversity of the 

content that we retrieve and store in the document corpus. Re-

ranking is shown to bring about a 20% enhancement to the 

degree of non-redundancy of content. 
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Figure 5- Comparison of NR measure 

    

6. CONCLUSION AND FUTURE WORK 
In this paper we have presented a novel ontology-driven 

approach for the discovery of educational content from the web. 

Also, we have proposed an algorithm for re-ranking the results 

obtained from web search based on the redundancy of content, 

so as to enhance the diversity of the content retrieved. Our 

implementation utilizes the latest improvements in the field of 

content retrieval from the web and combines them with our 

proposed techniques to develop an effective system for 

retrieving web content and classifying them by building a term 

vector space. The degree of improvement that our proposed 

approach brings to content retrieval is significant as can be 

noticed from the evaluation above. Also, the classification was 

done at the level of document segments and we succeeded in 

obtaining the sequence of topics in each document.  

 

In our work we have restricted ourselves to the domain of 

„Operating Systems‟ and have proved the level of improvement 

brought about by our algorithm. Construction of ontologies in 

sufficient detail can enable the system to be used for other 

domains also. Further work can be done in this area.  

 

 Also we have identified for each document the sequence of 

topics in it. This set of topic transitions of each document can be 

utilized to improve the presentation of content to the learner by 

enhancing personalization. The coverage of various topics by the 

documents has been stored in an xml file format of our own 

creation. Standardized formats such as SKOS or SCORM so as 

to enable easy exchange of this metadata among e-learning 

systems.   

 

Also, on the side of performance evaluation our „Coverage‟ 

parameter can be replaced by more sophisticated content 

richness measures. 
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