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ABSTRACT  
Speech is the most natural way of communication among 

humans. This mode of communication is constituted of two 

parts, namely sound and sense. The intelligent production and 

synthesis of speech has intrigued man himself for long and 

efforts at automated speech recognition, has gone through 

various phases.  Hidden Markov Models (HMMs) provide a 

simple and effective framework for modeling time-varying 

spectral vector sequences. Application of HMMs to speech 

recognition has seen considerable success and gained much 

popularity.  As a consequence, almost all present day speech 

recognition systems are based on HMMs.  

The current paper presents a brief study on the HMM based 

technique applied to speech recognition and also discusses the 

issues and limitations of HMMs in speech processing.  
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1. INTRODUCTION 
Speech is the most natural and primary means of 

communication between humans. This mode of 

communication developed over many many years, through the 

evolution and associated changes in physiology, climate and 

society. Intelligent activity of communication is also found in 

other animals, which are also known to communicate with 

sound. However, speech based communication system as 

developed as man, is not known to be found in other forms of 

life. 

The current paper is based on studies on HMM based speech 

recognition systems and presents the approach along with its 

various issues and limitations. The following sections 2& 3 

introduce   the mechanism of speech production and 

representation respectively. Section 4 introduces the Hidden  

Markov Model before presenting the applications in Speech 

Recognition  and various issues in subsequent sub-sections.  

Section 5 presents the various HMM based speech recognizers 

while section 6 and 7 discusses on the limitations and 

challenges of HMMs in speech processing, with finally 

section 8 concluding the paper.  

2. SPEECH  PRODUCTION 
Speech production in humans is a physiological activity which 

involves the co-ordination of the lungs, vocal cords, vocal 

tract, palate, tongue, teeth, lips and nasal cavity.  Air enters 

the lungs when  breathing, and when it is expelled from the 

lungs through the trachea it causes the vocal cords to vibrate. 

The vocal cords, also known as vocal folds are composed of 

twin infoldings of membranes stretched horizontally across 

the larynx, which is also called voice box [1]. The vibration 

causes the air flow to be converted into quasi-periodic pulses 

of air which then becomes sound which is the wave 

phenomenon that results from air pressure variations. The 

pulses are frequency shaped by the oral cavity and the nasal 

cavity [2]. The vocal folds open during inhalation, close when 

holding one's breath and vibrate while speaking. 

The physiological parameters like length of vocal folds, vocal 

tract, thickness of larynx ,etc.,  influence the acoustical 

parameters like pitch, fundamental frequency, formant 

frequency, etc., which results in the differences between male 

and female voices.  These acoustical parameters play a 

significant role in Speaker Gender Recognition. Men and 

women have different vocal fold sizes. The vocal folds in men 

are between 17.5 mm & 25 mm in length while the adult 

female folds are between 12.5 mm and 17.5 mm in length [2]. 

As adult males have larger vocal folds they are usually lower 

pitched than the females. Another organ, the vocal tract, is 

found to be larger in length in males than in females. The ratio 

of the total length of female vocal tract to that of the male is 

0.87 [3]. The female larynx also differs from the male larynx 

in thickness [4]. Due to these features, the determining 

parameters of speech recognition vary between the male voice 

and the female voice. The pitch of the female voice ranges 

between 170 Hz – 275 Hz [5] while the male voice is 

approximately one octave lower [6] at about 112Hz – 116 Hz 

[7]. 

The fundamental frequency for an adult male and an adult 

female is around 131 Hz and 220 Hz respectively [8]. 

Formant frequency of females is said to be scaled upward in 

frequency by about 20% compared to the average male 

formant pattern [9]. Cited literature [10] also reported that 

male formants were lower in frequency than  

female formants. 

3. REPRESENTATION OF SPEECH 
Speech signal is a slowly time varying signal, when examined 

over a sufficiently short period ( between 5 and 100 msec), 

during which its characteristics are fairly stationary. But over 

long periods of time (of the order of 1/5 seconds or more) the 

signal characteristics change to reflect the different speech 

sounds being produced. 

There are several ways to characterize the speech signal. First, 

is to use a three state representation in which the states are:  

i) Silence, where no speech is produced 

ii) Unvoiced, in which the vocal cords are  not vibrating, 

iii) Voiced, in which the vocals cords are vibrating   

periodically, resulting in a quassi-periodic waveform. 

The segmentation of the waveform into well-defined regions 

of silence, unvoiced and voiced, however is not exact, as it is 

difficult to distinguish a weak unvoiced sound from silence, or 
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a weak voiced sound from unvoiced sounds or even silence. 

The results in fuzzy boundary locations leading to errors. 

During the production of speech our articulatory configuration 

(vocal tract shape, tongue movement, etc.) often does not 

undergo dramatic changes more than 10 times per second 

[11]. Therefore, to model speech, it is required to analyze the 

short time spectral properties of individual sounds, performed 

at an interval in the order of 10 milliseconds, and   

characterize the long time development of sound sequences, 

in the order of 100 msec, due to articulatory configuration 

changes [11]. There are many spectral-analysis methods like 

Discrete(Fast) Fourier Transform (FFT), all-pole minimum 

phase Linear Prediction (LPC) methods, autoregressive/ 

moving average models, filter-bank methods. However not all 

spectral properties are important to the human listener and 

special auditory models are built to emphasize only those 

spectral properties that are important for human auditory 

purposes [12,13]. These are short-time spectral vectors known 

in speech modeling as observation vectors or simply 

observations. To view the long time development of sound 

sequences, the frequencies of the successive spectra are 

plotted against time to generate what is called a spectrogram. 

In a spectrogram plot, the spectral magnitude is depicted as 

dark points on the time frequency axis [11]. 

Juang, Rabiner and Wilpon in 1987, mentioned in their work 

[14] that spectral vectors, represented by the so-called 

cepstrum, is defined as the Fourier transform of the log 

magnitude spectrum – particularly the log magnitude LPC-

model spectrum have several advantages in statistical 

modeling for speech recognition. Computationally, the 

cepstrum of a stable all-pole system can be found recursively. 

For speech recognition, a weighting is generally applied to the 

LPC cepstrum before further processing [14].  A vector, such 

as the cepstrum that represents a short time speech spectrum is 

considered an observation of speech. 

A discrete-symbol representation of the spectral vector of 

each frame that results from a classification procedure called 

spectral labeling, is often used as another type of speech 

observation. The discrete symbol is obtained by choosing one 

out of a finite collection of several hundred spectral 

prototypes. The chosen spectral prototype is the one that is 

closest (in some well-defined spectral sense) to the input 

speech spectrum. Statistical modeling is performed on the 

index sequence of the closest spectral prototypes.  

There are many ways to characterize the sequence of sounds-

that is, running speech-as represented by a sequence of 

spectral observations, on a longer time basis. The most direct 

way is to register the spectral sequence directly without 

further modeling. If we denote the spectral vector at time t by 

Ot, and the observed spectral sequence corresponding to the 

sequence of speech sounds lasts from t = 1 to t = T, a direct 

spectral sequence representation is then simply { Ot }
T

t=1 = ( 

O1 ,O2,. . . , OT). Alternatively, one can model the sequence of 

spectra in terms of a Markov chain [11]. An explicit 

probabilistic structure is imposed on the sound sequence 

representation.  

4. HMMs 
A Markov model is a model which depicts every observable 

event as a state. Speech signals are  normally continuous and 

it is difficult and sometimes even unnecessary to determine 

how and when a transition from one abstract speech code to 

another. Hence an explicit, definitive observation of a state 

sequence, Q cannot be assumed, i.e. each state cannot be 

uniquely associated with an observable event. The outcomes 

or the observations are a probabilistic function of each state. 

The state sequence is not observable. To make the model 

more flexible, it is assumed that the outcomes or observations 

of the model are a probabilistic function of each state. These 

are known as the Hidden Markov Models. Here the actual 

state sequence is not directly observable (i.e. hidden), it can 

only be approximated from the sequence of observations 

produced by the system. That is why such models are known 

as Hidden Markov Models. 

An HMM is a doubly stochastic process with an underlying 

stochastic process that is not observable (it is hidden), but can 

only be observed through another set of stochastic processes 

that produce the sequence of observed symbols [15] and is 

specified by: 

• The set of states S = {s1, s2, . . . , sN},  and a set of 

parameters λ= {πi,A,B} 

• The prior probabilities πi = P(q1 = si) are the 

probabilities of si being the first state of a state 

• sequence. Collected in a vector π. (The prior 

probabilities are sometimes assumed equi-probable, 

i.e. πi = 1/N.) 

• The transition probabilities are the probabilities to 

go from state i to state j: ai,j = P(qn+1 = sj |qn =si). 

They are collected in the matrix A. 

• The emission probabilities characterize the 

likelihood of a certain observation O, if the model is 

in state si. Depending on the kind of observation o 

we have: 

• for discrete observations, xn Є {v1, . . . ,vK};  bi,k = 

P(xn = vk|qn = si), the probabilities to observe vk if 

the current state is qn = si. The numbers bi,k can be 

collected in a matrix B. 

• for continuous valued observations, a set of 

functions describing the probability densities 

(probability density functions, pdfs) over the 

observation space. Emission pdfs are often 

parametrized, e.g, by mixtures of Gaussians.  

The operation of a HMM is characterized by 

• The (hidden) state sequence Q = {q1, q2, . . . , qN}, 

qnЄS. 

• The observation sequence O = {O1, O2, . . . , ON}. 

A HMM allowing for transitions from any emitting state to 

any other emitting state is called an ergodic HMM. The other 

extreme, a HMM where the transitions only go from one state 

to itself or to a unique follower is called a left-right HMM, as 

shown in fig 1. 

4.1 Types of HMM  
The HMM model where the transitions can be made from any 

state in some way to any other state is called an ergodic model 

[16]. Any state will be revisited with probability one. Models 

which impose a temporal order to the HMM is called the left-

right model, where the state sequence which produced the 

observation sequence must always proceed from left-most 

state to the right-most state. Lower numbered states account 

for observations occurring prior to those for higher numbered 

states.  



International Journal of Computer Applications (0975 – 8887) 

Volume 141 – No.7, May 2016 

15 

 

Fig. 1 A five-state left-right model. 

4.2 HMMs for speech recognition 
In automatic speech recognition, the task is to find the most 

likely sequence of words Ŵ given some acoustic input or  Ŵ= 

arg max P(W|X) for all W an element of W. Here, X = {x1, x2, 

. . . , xN} is the sequence of “acoustic vectors” – or “feature 

vectors” – that are “extracted” from the speech signal, and we 

want to find Ŵ as the sequence of words W (out of all 

possible word sequences W), that maximizes P(W|X). The 

acoustic feature vectors are the observations and the word 

sequence are the hidden state sequence of a HMM for speech 

production. 

Words are made of ordered sequences of phonemes: /h/ is 

followed by /e/ and then by /l/ and /O/ in the word “hello”. 

This structure can be adequately modeled by a left-right 

HMM, where each state corresponds to a phone. Each 

phoneme can be considered to produce typical feature values 

according to a particular probability density (possibly 

Gaussian) (Note, that the observed feature values are d-

dimensional vectors and continuous valued). 

In “real world” speech recognition, the phonemes themselves 

are often modeled as left-right HMMs (e.g., to model 

separately the transition part at the begin of the phoneme, then 

the stationary part, and finally the transition at the end). 

Words are then represented by large HMMs made of 

concatenations of smaller phonetic HMMs [17]. 

4.3 Implementation Issues for HMMs 
We find several practical implementation issues discussed in 

Rabiner‟s work “A Tutorial on Hidden Markov Models and 

Selected Applications in Speech Recognition” , 1989.  The 

issues include observation sequences, intitial parameter 

estimates, missing data, choice of model size and type [16].  

 Multiple Observation Sequences. In the left-right or 

Bakis model form of HMM, the state proceeds for 

state61 at t=1 to state N at t=T in a sequential manner. 

The main problem with the left-right models is that one 

cannot use a single observation sequence for reestimation 

of the model parameters. Until a transition is made to a 

successor state, the transient nature of the  states within 

the model only allow a small number of observations for 

any state. Thus in order to have sufficient data to make 

reliable estimates of all model parametrs, one has to use 

multiple sequences. 

 Intial estimates of HMM Parameters.The a choice of the 

intial estimates of the HMM parameters is an important 

issue, so that the local maximum is the global maximum 

of the likelihood function. There is no straightforward 

way to determine this.  Experience has shown that either 

random or uniform initial estimates of π and A 

parameters is adequate for giving useful reestimates of 

these parameters in almost all cases, and  for the B 

parameters good initial estimates are helpful in the 

discrete symbol case and are essential in continuous 

distribution case [16]. The initial estimates of the HMM 

parameters can be obtained by various ways viz., manual 

segmentation of the observation sequence(s) into states 

with averaging of observations within states; maximum 

likelihood segmentation of observations with averaging; 

segmental k-means segmentation with clustering, to 

name a few. 

 Choice of Model. Another important issue in 

implementing HMMs is the choice of the type of model – 

ergodic or left-right or some other form, the choice of 

model size indicating the numbers of states, and the 

choice of observation symbols – discrete or continuous, 

single of multi-mixture. There is no simple , theoretically 

correct way of making such choices. The choices are 

made depending on the signal being modeled. 

5. SPEECH RECOGNIZERS USING 

HMMS 
Speech recognition systems can be classified into several 

categories by describing the types of utterances which the 

algorithm recognizes. 

Isolated Word recognizers or more appropriately Isolated 

Utterances, requires a brief pause between a single utterance 

at a time. An utterance is the vocalization (speaking) of a 

word or words that represent a single meaning to the 

computer. Utterance can be a single word or an utterance of 

words. These systems are said to have “Listen/Not-Listen” 

states, where they require the speaker to wait between 

utterances (usual processing during the pauses).  

Connected Word systems or more appropriately „connected 

utterances‟, allow separate utterances to „run-together‟ with 

minimal pause between them. These systems are similar to 

isolated word recognizers. In the 21word-level stage, each 

stored word-pattern is matched against all possible regions in 

the connected word-input pattern. An adjustment window is 

used to define a region in which each word in the connected 

word-pattern may start and end for connected speech 

recognition. 

Continuous Speech recognizers must be capable of 

recognizing continuous speech. Here, special methods is 

required to determine utterance boundaries. Continuous 

speech recognizers allow users to speak almost naturally. 

Spontaneous Speech is natural sounding and unrehearsed. An 

ASR System with spontaneous speech ability should be able 

to handle a variety of natural speech features such as words 

being run together, some disfluencies like “uhmms” and 

“aahs”, and even slight stutters. 

The strengths of the HMM method is its mathematical 

framework which provides straightforward solution to related 

problems and its implementational structure which provides 

flexibility in dealing with various speech recognition tasks 

and the ease of implementation.  

6. LIMITATIONS OF HMMS IN 

SPEECH RECOGNITION 
There are also some inherent limitations of this statistical 

model for speech. Some of the major drawback are reviewed 

here: 
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 The assumption that successive observations are 

independent. The successive observations in reality are 

rarely independent of each other. 

 The Markov assumption itself. Hidden Markov Modeling 

is based on the Markov property, which states that the 

probability of being in a given state at time t only 

depends on the state at time t-1. This is not always the 

case for speech sounds where dependencies sometimes 

extend through several states. 

 The distribution of individual observation parameters 

can be well represented as a mixture of Gaussian or auto 

regressive densities. 

 Constant length observation frames.  This requirement 

restricts the possibilities on feature extraction (front end 

processing). If the frame length be dynamically decided 

by the front end, better representations could potentially 

be extracted. 

 Trial and error method for choosing a model topology. 

Findings of various researchers show that the left-to-right 

architecture performs better that ergodic. But there is no 

formal method for deciding upon the architecture for 

solving a problem. Also, there is no method to find out 

the number of states and transitions required for a model, 

whether to have alternative paths through a model, 

whether to use the same topology for all the HMM 

models in that set. 

 The number of parameters needed to set up an HMM is 

huge. For a simple four-state HMM with five continuous 

channels, there would be a total of 50 parameters that 

would need to be evaluated. 40 of the parameters are 

means and standard deviations, which are themselves 

aggregate values.  

 Amount of data required to train an HMM is very large. 

As a result of the number of parameters to be estimated 

in a typical set of HMMs, large training data is hard to be 

obtained. Sometimes, techniques such as semi-

continuous HMMs, triphone clustering and interpolation 

have been successfully used to improve the adverse 

effects of insufficient training [18]. 

Inspite of these limitations they have been found to work well 

when applied to certain types of speech recognition problems. 

7. CHALLENGES 
 Inconsistencies in the different types of audio and their 

quality is an important challenge in speech  processing. 

Channel mismatch is one such problem which is the 

focus of most research in this area. Audio has been 

gathered using one apparatus and the test audio has been 

produced by a different channel. The mismatch may be 

in the handset or recording apparatus; the network 

capacity and quality; noise conditions; speaker related 

conditions like illness, stress; transition between media, 

to name a few [19]. 

 It is difficult to handle overlapping speech, for example 

multiple speakers on a single microphone where each 

speaker is producing similar level of audio at the same 

time, or in a conference setting, in a room when multiple 

speakers speak in such a setting. Such captured audio is 

very hard to recognize. 

 Handling of whispered speech, which is very hard to 

collect as it is not available under natural speech 

scenarios. 

8. CONCLUSIONS 
HMM is a popular statistical tool for modeling times series 

data. The variations in speech are modeled statistically using 

HMM. In speech recognition HMM has been applied with 

great success to problem as a part of speech classification 

[20]. This article provides a review of   HMM, and its use in 

speech processing as a powerful tool. Some of the 

implementation, issues and limitations of speech processing 

using HMMs were also discussed.  
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