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ABSTRACT 
In today's digital world, the scenario of the images has totally 

changed. We can do a lot of computation on the captured 

facial image for improving its quality. This is possible 

because of the availability of large number of digital 

platforms. These platforms have made the computational task 

easier and less time consuming. Instead of improving the 

quality of the captured image, we can firstly evaluate the 

quality of the image by making computation for the selected 

quality factors. After the evaluation, a proper decision can be 

made for the factors that need more improvement. Here we 

have selected sharpness, brightness, luminance, contrast and 

focus as quality factors which we consider more important for 

quality estimation and then these factors are calculated using 

the efficient method.  
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1. INTRODUCTION  
Quality estimation in terms of an image means to quantify the 

various quality factors which are helpful in computing the 

quality of an image. In present date, quality estimation has 

become important because of the widespread use of the 

surveillance cameras [2]. Almost every place is under 

surveillance and for security reason people are using high 

quality cameras. Installing high quality cameras is not enough 

because the image taken by the surveillance camera may or 

may not be reliable for identification purpose and this can be 

due to various reasons. Sometimes the availability of the light 

highly affects the quality of the captured image. The image is 

also affected by the blurring effect because the person under 

surveillance can be at rest or in motion. The quality of the 

captured image is also affected largely by the pose of the 

image. 

Image quality estimation can be basically divided into two 

parts [1]: a) "Full-reference" and b) "No-reference" or "blind", 

in case of full-reference method the quality of the captured 

image is computed in reference with an ideal image and this 

method is not very affective in real-time applications. On the 

other hand, blind reference method is the most favourable 

method because in this method quality of the image is 

estimated as an independent entity. 

The paper is organized as follows: Introduction in Section 1, 

Literature Review in Section 2, Measuring quality Factors in 

Section 3, Methodology in Section 4, Conclusion and Future 

Scope in Section 5.  

2. LITERATURE REVIEW 
A lot of research has been done in the field of quality 

estimation of the images but still this area is popular. Here the 

stress has been laid to summarize the concept of different 

authors who has worked in this field. 

K. Nasrollahi and Thomas B. et al. [2], had used four quality 

factors i.e. pose-estimation, sharpness, brightness and image 

resolution. Here pose-estimation is calculated by taking the 

difference between the centre of the mass and the centre of 

the detected face region. Average value of sharpness for the 

facial part of the image and its low-pass filtered image gives 

us the sharpness. Brightness is taken here as the average value 

of the illumination component of all of the pixels in the facial 

region of the image. The image resolution is calculated with 

respect to the width and height of the face. 

 M. Ann, A. Ross, A. Abaza and T. Bourlai et al. [4], had 

worked on illumination, focus and sharpness, contrast and 

brightness. Contrast is taken to be the difference in colour 

intensities of the image and is calculated as RMS parameter. 

Brightness is calculated as the average of the brightness 

components by firstly converting the image in HSB domain. 

Focus here is calculated by taking the average of the 𝐿1-norm 

of the image and the energy of the Laplacian of the image. 

Image sharpness is calculated by the gradient method and 

illumination is calculated as the weighted sum of the mean 

intensity values of the image divided into (4*4) blocks. 

D. Bhattacharjee, S. Prakash and P. Gupta et al. [7], had used 

Eye Detection, Sharpness, Noise, Luminance and Contrast for 

working on quality assessment. For eye detection image 

clustering method is used. Sharpness is computed using Just 

Noticeable Blur (JNB) which provides a localized threshold 

for the perceived blurriness at a given contrast level. By 

taking the absolute vertical and horizontal difference of the 

pixels in the non edge parts of the image, noise is calculated. 

Contrast can be computed with the RMS method which is 

basically the standard deviation of the pixel intensities. Here 

luminance is calculated by changing RGB colorspace to 

YCbCr  colorspace, here Y component when normalized over 

the intensity range of the image gives the luminance. 

Teruaki, Yuki and Osamu et al., [5], had proposed a human-

face extraction technique using the HSV colour model and 

had confirmed the effectiveness of this method 

experimentally. The proposed method consists of six steps: 

input of images, extraction of moving areas, extraction of skin 

colour areas, extraction of facial area, extraction of facial 

parts and setting of the specific area on a face. 

Nguyen, Van Huan and Hakil et al., [8], had proposed a 

method in which they had used Background segmentation, 

Skin detection, Eye detection, Lip feature detection and Chin 

detection as parameters. In this paper, a facial image 

preprocessing method is proposed that utilizes both edge and 
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color information. The use of edge-based segmentation 

method makes the background segmentation algorithm 

independent to background color. 

3. MEASURING QUALITY FACTORS  
All the methods that are used today are using the similar way 

to compute the quality factors. Out of various quality factors 

available for a given image, we consider the evaluation of 

contrast, brightness, sharpness, illumination and focus [7,4] as 

most commonly used because of their importance in 

evaluation of  the overall quality of the captured facial image 

[4, 1].  

3.1 Quality factors  
Quality factors give us the correct information about the 

overall quality of the input image. After deciding the quality 

factors, the next step is to evaluate them using the appropriate 

method out of the various available methods. For the 

evaluation of selected quality factors, we have used the 

following approach: 

3.1.1 Sharpness 

Sharpness is one of the most important photographic image 

quality factor because it gives the amount of detail an imaging 

system can reproduce [4]. Sharpness gives the clarity of detail 

in a facial image, or it gives the degree of clarity of an image. 

Here we have measured the Sharpness (S) using the gradient 

technique [23]. 

𝑆 =  [

𝑀−2

𝑥=1

 𝐺(𝑥, 𝑦)]

𝑁−2

𝑦=1

 

          (1) 

3.1.2 Brightness 

The brightness (B) of the facial image can be calculated by 

converting it into the HSB (hue, saturation and brightness) 

domain [16]. Firstly the RGB image is normalized to [0, 1] 

range and then it is converted to HSB domain using the below 

given method. 

[ r g b ] = 1/255 * [ R G B ] 

            (2) 

𝐵 = (1/𝑀𝑁)  [

𝑀

𝑥=1

 [𝑚𝑎𝑥(𝑟, 𝑔, 𝑏)]]

𝑁

𝑦=1

 

            (3) 

3.1.3  Luminance 

Luminance is defined as the intensity of light emitted from a 

unit area surface in a given direction. In terms of image, it 

gives the amount of light that is emitted from a particular area 

[4]. Luminance for an RGB image is calculated as a weighted 

sum of the red (R), blue (B) and green (G) components [7]. 

The image is converted into YCbCr  colorspace from RGB 

colorspace as: 

Y = 16 + (65.4 * R +128.5 * G + 25 * B) 

𝐶𝑏  = 128 + (-37.7 * R - 74.2 * G + 112 * B) 

𝐶𝑟  = 128 + (112 * R - 93.7 * G - 18.2 * B) 

(4) 

Luminance is calculated as mean of the Y component 

normalized over the intensity range of the facial image.  

3.1.4 Contrast  
Contrast is the difference in luminance or colour intensities 

that makes an object (a facial image) distinguishable. Simply 

we can say that contrast is the difference between the 

maximum and minimum pixel intensity of an image. Contrast 

of a given image is calculated using the following equation 

[23]: 

𝐶𝑅𝑀𝑆 =
  [

𝑀

𝑥=1
 {𝐼 𝑥, 𝑦 − µ}²]

𝑁

𝑦=1

𝑀𝑁
 

            (5) 

where µ represents the mean intensity value of the input facial 

image I(x,y) of size N *M. 

3.1.5 Focus  

Image focus refers to the degree of blur present in the image. 

Here image focus is calculated using the average of the 𝐿1- 

norm and the energy of the Laplacian of the image [18]. The 

𝐿1- norm of the image is given as: 

 

𝐹𝐿1
=   [

𝑀

𝑥=1

 ǀ𝐺𝑥𝑥  𝑥, 𝑦 ǀ + ǀ 𝐺𝑦𝑦  𝑥, 𝑦 ǀ ]

𝑁

𝑦=1

 

            (6) 

 

and the energy of the Laplacian of the image is given as: 

 

𝐹𝐸𝐿 =   [

𝑀

𝑥=1

 ǀ𝐺𝑥𝑥  𝑥, 𝑦 ǀ + ǀ 𝐺𝑦𝑦  𝑥, 𝑦 ǀ ]²

𝑁
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           (7) 

where 𝐺𝑥𝑥  and 𝐺𝑦𝑦  are the second derivatives in the 

horizontal and vertical directions. Here focus is taken as the 

average of 𝐹𝐿1
and 𝐹𝐸𝐿 .  

4. METHODOLOGY  
We have selected a group of images and used MATLAB-

2013b platform to carry out all our programming (see Figure 

2). A brief description of the working of above model is given 

below: 

a) The first step is to run Matlab-2013b on your machine. The 

command window will appear. Type "guide" keyword in this 

window. This will open GUIDE Quick Start dialog box. Click 

on the Create New GUI tab and select blank GUI template. 

Then a blank GUI will open. Basically a GUI is a graphical 

display in one or more windows containing controls, called 

components. This enables a user to perform interactive tasks.  

b) In the GUI we have used various controls that make our 

GUI simple in operation. Here we have used push buttons, 

axes and static text fields for our GUI.  

c) The working of this GUI starts by clicking the "LOAD 

IMAGE" button. Then a Select image dialogue box opens. 

From this select the appropriate database that contains the test 

images. After selecting an image from the database, the 

selected image will be displayed on the first axes. 
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Fig 1: Block Diagram of the proposed work 

d) Now the next step is to detect the face in the selected 

image. For this click on "DETECT FACE" button. This is 

done here by using vision.CascadeObjectDetector to detect 

the location of a face in an image. The cascade object detector 

uses the Viola-Jones algorithm and a trained classification 

model for detection. After detection of the facial part then 

comes the step to display it. This is done by using bounding 

box which gives us a red colored box around the detected 

facial region. The face detected image is displayed using a 

separate axes control.  

 

Fig 2: The Proposed GUI 

e) Now when the face is detected then we have to extract the 

facial part for carrying out computation for the selected 

quality parameters. This is done by clicking on "EXTRACT 

FACE" button. The code behind this push button is basically 

using the command imcrop(I,[BB(i,:)]), here I represents the 

face detected image and BB (Bounding Box) represents the 

bounding box. Also this cropped facial image is shown using 

a separate axes control. 

f) After all the above mentioned steps are completed, then the 

last step is to calculate the selected quality parameters. This is 

done by clicking on "CALCULATE PARAMETERS" button. 

Behind this button, the programming is done according to the 

selected methods given in section III of this paper. After the 

calculation of these factors, these are displayed on the GUI 

using static text fields. 

 

5. CONCLUSION AND FUTURE SCOPE 
By making computation for the selected quality factors from 

the techniques mentioned in this paper we can make a very 

good estimate about the various quality parameters. In future 

we are preparing to work on combining these quality factors 

and to propose a quality index which will help in 

distinguishing the set of good images from the bad set of 

images. 
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