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ABSTRACT 

Controller Area Network operational characteristic supports 

periodic, sporadic and event based task behavior of distributed 

embedded system for industrial applications. CAN connect 

distributed Electronics Control Units (ECU) serially in the 

network and share measured data of different parameters and 

control information from the different places. System 

reliability and redundancy can be affected by changing the 

number of connected ECUs, Bus length, data rate, etc. In this 

paper proposed algorithm tries to improve reliability of CAN 

by changing data rates, according to the length of transmission 

line for message transmission in the network. Also, Data Rate 

Change DRC protocol improves temporal behavior of the 

system with small CPU overheads. 
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1. INTRODUCTION 
Controller Area Network (CAN) offers a communication 

stability and robustness consistency at low cost, which 

increase its demand in different industrial field applications 

[1, 4]. As a result, CAN modules are available as "on-chip" 

component in advance microcontrollers.  CAN bus is used to 

connect Distributed Embedded System modules together and 

establish network [9]. CAN bus transmits messages in a short 

bunch of data (up to 8-byte), that is preferred in automation 

applications to transfer controlling information [3, 4, 14]. As 

special feature of CAN, a fault confinement mechanism 

improves the temporal behavior and reliability of the system.   

CAN bus is considered under "Class-c network" based on the 

standards given by Society for Automotive Engineers (SAE) 

which can transfer information at 125kbps to 1 Mbps data 

transfer rate. Normally it is observed that Network establishes 

communication at a fixed data transfer rate to avoid 

complexity in industrial application. CAN uses multi-master 

broadcast concept for message transmission. using filter 

mechanism, the receiver filters out the relevant message only.  

For CAN, more than one nodes take part in arbitration 

process. To avoid collision in network CAN apply Carrier 

Sense Multi Access (CSMA/CA) policy [10, 11]. In this 

policy, nodes should be able to overwrite a recessive bit, 

during the arbitration process.  This induced the problem of 

physical length and speed of a CAN bus [2]. The change in bit 

timing affects on signal propagation in prefixed network 

length [2].  As per SAE standards, CAN bus length should be 

500 meters for communication speed of 125 kbps and 40 

meters length for 1Mbps [2]. In this paper, we have improved 

response time efficiency of the network by reducing physical 

transmission time for different length of transmission line.   
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Figure 1: Data frame format for CAN 

CAN Protocol is uses Non-Return-Zero (NRZ) coding for 

information transmission [5, 6]. CAN bus communication is 

asynchronous type transmission, which does not require to 

transmit clock pulses along with information [5]. CAN-2.0-A 

Data Frame Specification format shown in Figure 1 where the 

single bit Start Of Frame (SOF) field provides 

synchronization between nodes, arbitration field containing 

11-bit identifier for frame identification, 6-bit control field 

containing information about data length and frame is an 

expansion, 8-byte data field carrying information / Data, 15-

bits long error detection field( CRC )  use to check received 

data sequence is same as transmitted data. Acknowledgement 

field uses to check frame received at receiver and End of 

Frame (EOF) field [12]. IN CAN at transmitter node 5 

identical bits of same polarity found then hardware stuffed 

one additional bit with opposite polarity and this process 

called bit stuffing. Total 111 bits are used for 8-byte data 

transmission without bit stuffing and if one considers worst 

case scenario with bit stuffing than 135 bits are required to 

represent message for 8-byte data field [7]. This Message 

length variation cause by bit stuffing mechanism effects on 

predictability of CAN network transmission scheduling of real 

time system results in inefficient operation of data 

transmission [08]. 

3. CAN TRADITIONAL SYSTEM 

MODEL AND ANALYSIS  
Tindell et.al in 1994 presented a CAN network Data traffic 

scheduling analysis considering worst case latencies response 

time for fixed priority frame [13].  To analyze the system 

model Tindell  et.al considered 11 bit message identifier with 

fixed priority for static data payload of the set of 1 to 8 byte. 

The system model explains worst case response time analysis 

with fixed priority scheduling for non pre-emptive messages. 

Eq.1 defines worst case response time Rm in terms of queuing 

jitterJm , waiting time Wm  and Physical transmission time Cm  

for the mth message. 

Rm = Jm + Wm + Cm       (Eq. 1) 

Where: Jm   is the queuing jitter which gives the latest queuing 

time of the message, relative to the beginning of the task.  
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Wm   is the Waiting time (delay) for the transmission 

introduced by high priority messages or continuity of lower 

priority message transmission, and 

Cm  is the transmission time of mth message to transmit on 

physical bus.  

Transmission time is decided based on total message length, 

including data content, additional stuffed bits, and data 

transmission speed and frame overheads of the message [13]. 

In case, due to occurrence of some event, System task 

activates and put message in queue for the transmission.   

The factor affecting queuing delay is given by Eq.2 as below 

[13]: 

wm = Bm +   
Wm +  Jj +  Tbit

Tj
 Cj

∀j ∈hp  m 

  (Eq. 2)   

Where: The hp(m) is the set of messages considered of higher 

priority than mth message.  

Tj is the time require by message j to complete the 

transmission. 

Jj and Cj  are queuing jitter and physical transmission time for j 

th message respectively.  

Wm  is Waiting time (delay) for the transmission introduced by 

high priority messages or continuity of lower priority message 

transmission. s 

Tbit is the unit bit time for configured speed. 

Blocking time delay (Bm) is introduced by the time required to 

complete the pre-initiated transmission of lower priority 

message k as compare to m message. The Bm time can be 

expressed by Eq.3[13]. 

Bm = max
∀k∈lp (m)

(Ck)                     (Eq. 3) 

Where: lp(m) is the set of lower priority messages. Ck 

consider as Physical transmission time for k message.   

The Physical transmission time require for the successful 

transmission of message m is defined as Cm in Eq.4[13]. 

Cm = ((g + 8Sm + 13 +  
g+8Sm −1

4
 )Tb)             (Eq.4) 

Where the term Sm consider as number of payload data bytes 

of message m. g is used for message header value, including 

arbitration field, control field and CRC value. Term Tb 

indicates bit time of the bus, ((𝑔 + 8𝑆𝑚 − 1)/4) term used for 

stuffed bits, total 47 overhead beats considering message 

heading and control information. During the transmission, if 5 

consecutive bits found with same polarity, then opposite 

polarity bit is stuffed after 5 consecutive bits in content at 

transmitter. This stuffed bit is also considers as a part of bit 

sequence i.e. each stuff bit begins a sequence of 5 bits that 

itself also subject to bit stuffing. In Eq.4, g value is 34 for 

standard format (11-bit identifiers) or 54 for extended format 

(29-bit identifiers).  

4. INTRODUCTION OF DRC 

PROTOCOL 
Normally, same network data rate is set for long range and 

short range data communication ( i.e. Data transmission rate, 

configure at 125kbps for network wire of the length of 500 

meters and 40 meters as well). CAN supports high data 

transmission rate of 1Mbps for the short range up to the 40 

meters length of transmission wire while 125 Kbps Data 

transmission rate for both long range and short range 

communication. If 125 kbps data transmission rate set for long 

range and 1Mbps data transmission rate set for short range 

transmission then Network bandwidth can be better utilized.  

To avoid complexity in the system model consider DRC 

protocol message transmission is implemented using Time 

Division Multiplexing Access (TDMA) strategy. Therefore 

the possibility priority collision occurrences as well as 

message blocking are avoided. Here in this paper, a CAN bus 

communication with different length of transmission line and 

corresponding algorithm has been developed for the 

implementation of DRC.  If bus length of the transmission 

line is above 40 meters, the network uses 125 kbps data rate 

while for the length of transmission line below 40 meters, the 

network uses 1 Mbps data rate. In order to avoid error in the 

data transmission, synchronization between every node is 

mandatory. The DRC algorithm takes care of synchronization 

between node by sending the control code from transmission 

node on 125kbbps without any payload. This control code sets 

1mbps speed for all the nodes of short distance and "listen 

only" mode to all long distance nodes. The data are 

transmitted on 1 Mbps speed for short distance nodes is 

carried out only once. On the completion of successful 

transmission, the "listen-only" mode is removed and all short 

and long distance nodes are set to 125kbps data rate again.  

In DRC Due to switching between 1Mbps and 125 Kbps data 

transmission rate physical Transmission time varies which can 

be given by Eq. 6 and Eq.7. Response time Rm_DRC  for worst 

case condition of DRC protocol can be described by Eq.5. 

Rm_DRC = Jm_DRC + Cm_DRC           (Eq. 5) 

Where, Jm_DRC is queuing jitter time considered for mth 

message transmission using DRC protocol described in Eq.11. 

 Cm_DRC is Physical transmission time considered for mth 

message described in Eq.8. 

Physical transmission time Cm_long for long range 

communication is expressed by Eq.6 which is similar to the 

Cm given by Eq.4. 

Cm_long = ((g + 8Sm + 13 +  
g + 8Sm − 1

4
 )Tb   (Eq. 6) 

Transmission time Cm_short for short range communication can 

be expressed by Eq.7. 

Cmsh ort
= (g + 13 +  

g − 1

4
 )Tb1 + 2Tspc hange + (g + 8Sm

+ 13 +  
g + 8Sm − 1

4
 )Tb2      (Eq. 7) 

Cm_DRC =  
Cm_short , distance < 40 meters

Cm_long , distance ≥ 40 meters
        (Eq. 8) 

In the Eq-7, Tb1 is bit time for 125kbps speed, Tb2 is bit time 

for 1mbps speed and Tspchange is a process time required for 

switching of transmission speed which is negligible. Jittering 

queue time Jm_DRC is expressed by Eq.-11  
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Jitter queuing for short range message described in Eq.9 that 

is the augmentation of queuing time require for code message 

without and with payload respectively.  

Jm_short = Jm_code + Jm_message        (Eq. 9) 

Jitter queuing time for long range message described in Eq.10 

is similar to normal network queuing time. 

Jm_long = Jm                        (Eq. 10) 

Jitter queuing time for DRC algorithm messages described in 

Eq.11. 

Jm_DRC =  
Jmshort

     𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 < 40 𝑚𝑒𝑡𝑒𝑟𝑠

jm long
     𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≥ 40 meters

 (Eq. 11) 

5. PROPOSED ALGORITHM 
Proposed DRC protocol Flow charts for transmitter and 

receiver nodes are shown in Figure 2 and Figure 3.  

5.1 Transmitter Algorithm 
Step-1: Collects information for the data transmission. 

Step-2: Identify a data transmission range. If it is a short range 

(under 40 meters) transmission, then step-3 is 

bypassed and follows the steps-4 directly. If it is a 

long range (above 40 meters) transmission, then step-3 

follows. 

Step-3: Transmit data with full load at 125kbps speed and 

move to first step again. 

Step-4: Generate group code in the frame identifier field and 

transmit frame with payload. 

Step-5: Performs transmission speed switching operation and 

changes the speed to 1Mbps. 

Step-6 Transmits the frame with data in payload. 

Step-7: After completion of transmission, switching operation 

performs and sets 125 kbps speed again. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: DRC algorithm flowchart for Transmitter node 

5.2 Receiver Algorithm 
Step-1: Extract the identifier field and payload value from 

received message of control field. 

Step-2: If payload value is '0' then flow checks for the 

matching of the identifier field for the group code. If 

code matches then the flow bypasses the step-3. 

Step-3: If identifier field does not match with speed change 

group code, then speed remains unchanged. 

Step-4: Changes speed to 1mbps and starts receiving message. 

Step-5: After completion of successful reception of message 

the speed again changed to 125kbps. 

Step-6: Wait for next message reception. 
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6. EXPERIMENTAL WORK 
DRC protocol has been tested on a test bench contained three 

Freescale Demo board DEMO09S08DZ60 with CAN trans-

receiver IC TJA1040 and microcontroller- MCS9S08DZ60. 

Algorithm is developed and implemented using C-

programming language in Freescale Code-worrier tool. 

Experiments performed on different sized payload and 

measured its effect on the response time. Out of three one 

board is used as master node and rest of two boards are used 

as slaves. The Experimental work successfully established 

message transmission in CAN with TDMA technique. 

Normally when message is transmitted using TDMA 

technique, the queuing delay is consider to be Zero. It has 

been observed experimentally that the transmitter node and 

two receiver nodes communicates during predefined allotted 

timeslot only.  

 

 

 

 

Table 1. Response time for Normal and DRC protocol 

based CAN network communication 

Payload 

(Byte) 

Normal Network 

Communication 

Response time 

(microsecond) 

DRC protocol based 

Network 

Communication 

Response time 

(microsecond) 

Long 

range 

Short 

range 

Long 

range 

Short 

range 

8-Byte 1555 1555 1555 892 

7-Byte 1073 1073 1073 868.63 

6-Byte 987.8 987 987 851.88 

5-Byte 920.12 920 920 834.3 

 

 

Figure 4: Normal Network message Vs DRC protocol 

message Response time for Short range Messages 

 

Figure 5: Normal Network message Vs DRC protocol 

message Response time for Long range Messages 

7. CONCLUSION 
The results for different payload are presented in the bar graph 

shown in Figure 5. It can be observed in Figure-5 that for the 

long distance transmission with and without DRC Protocol, 

the response time difference is not significant. Figure 4 
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Figure 3: DRC algorithm flowchart for Receiver node 
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Indicates reduced response time for short distance 

transmission. This figure also indicates significant difference 

in the response time between normal communication and 

DRC protocol. Further the figure-4 shows the range of time 

reduction from 600 microseconds to 40 microseconds for 

payload range of 8byte to 5byte respectively. The system 

requires a finite switching time which is an additional burden 

on CPU. However, as compare to the benefit in the overall 

response time, this additional burden is viable.  

The results shown in Table1 are encouraging for the DRC 

protocol transmission, especially during the short rang 

message transmission. 
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