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ABSTRACT 

Creation of data sets to be used for studies in many different 

fields of research is really important process.  However these 

data sets suffer from the problem of missing values. There are 

many different ways of handling missing values. Deletion 

methods and single imputation methods are the most common 

ones of these methods. However, this methods lead to high 

errors in data sets with high loss rates. Data sets used for the 

analysis of network traffic are also commonly encounters with 

the missing values. In this study, data produced in different 

sizes and different missing value rates for the analysis of 

network traffic in distributed systems. Then, different data 

imputation methods are compared for dealing with missing 

values in these datasets. Experimental results showed that 

Expectation Maximization Method is more applicable and 

performs better at relatively high missing data rates and k 

Nearest Neighbors Method performs better at low missing 

rates. 
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1. INTRODUCTION 
Data mining is a technique used for extracting hidden patterns 

of within the data or obtaining useful information from data. 

One of the most important topics in data mining is the 

accuracy of the recommendation or method that is used. 

However, losses in the data sets that is worked on will affect 

the accuracy value of the data. There are many different 

methods used for obtaining the missing value. Each of these 

methods has various advantages and disadvantages. Studies 

have been undertaken for many years in order to show the 

superiority of these methods in comparison to each other. 

Giraldo et al. have [1] used data sets that belongs to eighteen 

different fields in order to compare the imputation techniques. 

As a result of the performed studies, it can be said that the 

imputation methods do not have clear advantages in 

comparison to each other if compared alone, however it has 

been demonstrated that the best result is obtained when the 

methods are used together with the nearest neighbor method. 

Bhekisipho et al. [2] studied the relationship of the data 

imputation methods together with the distribution of the 

missing values in the data. In conclusion of the study, they 

demonstrated that the method of deletion missing data makes 

the data low-quality that the most successful method is the 

multiple imputation method and that methods such as decision 

trees are highly affected by the distribution of the losses in the 

data set. Ten different imputation methods were compared by 

Gang and Tongmin [3] in order to obtain the missing values 

present in the daily traffic data. As a result of the performed 

study, the most successful methods which can be used for the 

losses in the traffic data were determined as LSI_gene, 

LSI_array, LSI_combined, LSI_adaptive, EM_gene and Local 

Least Square Imputation methods. Chih - Feng et al. [4] in the 

other hand compared the deletion and single imputation 

methods. The study pointed out that the EM method displays 

very good performance in case there is missing data which has 

one property and that the k-NN method displays much better 

performance if the losses have more than one properties. 

Yuebiao et al.[5] have categorized the imputation methods in 

three different categories; prediction methods, interpolation 

methods and statistical learning methods. The performed 

study proved that the methods display varying result of 

different loss ratios with different data sets.  

If the comparisons of the previous studies are investigated, it 

can be observed that there has been a focus on more known 

data sets. In this study, a comparison of the LSE, EM and k-

NN methods has been made for the obtainment of missing 

values occurring in a data set which has been created in 

relation to the packages sent to distributed network 

architecture. 

The rest of the paper is organized as follows. Patterns of 

missing data sets are presented in Section 2. Section 3 

describes the data imputation approaches, which will be used 

in this study. Section 4 presents the network traffic dataset, 

Section 5 presents the testing results and finally, the 

conclusions are summarized in Section 6. 

2. PATTERNS OF MISSING DATA 
The missing data is classified in three different ways 

according to their occurrence in the data set. These are; 

missing completely at random (MCAR), missing at random 

(MAR) and not missing at random (NMAR) [6]. 

MCAR mechanism is the condition where the randomness is 

highest. Data loss situations are independent of other observed 

or missing data. An example for this mechanism is loss of 

several of the obtained data due to various reasons. The MAR 

mechanism is a different limited variation of MCAR. MAR 

mechanism is not dependent on the missing data. Intentional 

skipping of the asked questions in a survey study by the 

participants or intentional wrong answers can be given as 

examples for the MAR mechanism. However, the NMAR 

mechanism depends on the missing data and the formation of 

missing data is based on the non-measurements of the units or 

occurrences by the researcher. This situation may seriously 

affect the result of data analysis. The most basic example for 

this situation is a wrongly asked question in a survey which is 

answered wrongly [7]. 

MCAR and MAR mechanisms are suitable types for the 

application of data imputation methods. In the NMAR 

method, the registered data has wrong values so, it is very 

difficult to obtain this missing data via any method. A model 
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which is appropriate for the missing data has to be established 

at this point. 

The data presented in the data sets which were produced 

within the context of this study are MCAR type. Analyses 

were performed with data which have different loss ratios 

while evaluating the data sets. The following formula [6] was 

used during the calculation of the missing data ratios present 

in the data sets. 

the number of  the missing data points
p

the number of  the total data points
  

 

 (1) 

  

3. DATA IMPUTATION APPROACHES 
There are too many different methods in data mining to 

complete missing values.  Each of these methods 

complements the data in different ways. Basically, these 

methods can be listed as ignoring the records with missing 

values, replacing them with a global constant, filling these 

missing values manually based on your domain knowledge, 

replacing  them with the variable mean (if numerical) or the 

most frequent value (if categorical), using modelling 

techniques such as Nearest Neighbors, Bayesian Rules, 

Decision Tree or  EM algorithms [8].   

In this section detailed explanation of missing data imputation 

methods that are used in this paper are given. 

3.1 Least Square Imputation Method 
All data can be summoned an analyzed in a table during the 

finding process of missing data within a data set and a 

function that models the data may be searched as well. Most 

of the time, it is not possible to find a function that is 

completely compatible with the data sets, however the most 

suitable function may be determined. The process of finding 

the most suitable function of a data set is called as regression 

analysis. One of the most frequently used methods during the 

regression analysis is the least squares method. 

There are two ways of obtaining missing data with the least 

squares method [9]. These are; non-missing data model 

approximation and complete data model approximation. 

During the model establishment of the first approach, only 

data with no missing properties is used, whereas in the second 

approach data with missing properties is used as well. Here, a 

model update is being performed via an iterative approach 

where the property values obtained in each iteration are added 

to the data. The non-missing data model approximation was 

used during the establishment of the model in the study.  

Let us assume that m records are presented in the data sets 

which we used in this paper. Also each record has n 

properties. According to the linear least square estimation 

method, we can write this data set in the form of an equation 

as shown in the formula 2 [10]. 

          

 

   

                   
 

 (2) 

In formula 2,   values are represent the effect coefficient of 

each X  property. This equation can be demonstrated in a 

matrix format as shown in formula 3; 

        (3) 

The detailed notation of the above matrix is shown in formula 

4. 

   
       
   

       

     
  
 
  

     

  
 
  
  

 

(4) 

If the most converging values to the present   coefficients are 

represented by   , the    values can be obtained by the Formula 

5. 

                  (5) 

By using the data within the data set which has no missing 

values,    values are obtained.  In formula 3, the    vector is 

used instead of   and missing values are obtained with this 

way.  

3.2 Expectation Maximization Method 
Expectation maximization (EM) method came about for the 

obtainment of statistical approaches for equations that are not 

solvable directly [11]. It is also used for many other problems 

as well such as obtaining the missing values within the data. 

The EM algorithm is an iterative algorithm and is considered 

as an extension of the k-means algorithm. It carries out 

operations by the logic that each object is appointed to a 

defined set in accordance with a defined probability 

distribution and is consistent of two basic steps. These steps 

can be listed as the Expectation step and the Maximization 

step [12].  

Let assume that there are m numbers of non-observed data in 

accordance with a statistical model and that Z numbers of 

missing values are present within this data. Let   be a vector 

which shows the unknown parameters belonging to these 

missing values. In this case, the likelihood function is 

calculated as shown in formula 6 and the estimate (maximum 

likelihood estimate) of the   parameters are calculated as 

shown in formula 7 [13]. 

                     (6) 

L(                           (7) 

The EM algorithm operates by using the likelihood function 

iteratively during the expectation and maximization steps. The 

formulas of the expectation and maximization steps are shown 

as formula 8 and formula 9, respectively [13]. 

                                    (8) 

                   
        (9) 

In the expectation step, the expected value of the likelihood 

function is calculated by using the estimated θ parameters. 

The initial values of the θ parameters are defined randomly. In 

the maximization step, it is tried to find the θ parameters that 

maximize the expectation value shown in formula 8. The steps 

of the EM algorithm are given below [14]. 

1. Initialize the parameters   to some random values. 

2. Compute the best value for Z given these parameters. 

3. Compute better estimate for the parameters   with using 

just-computed values of Z. 

4. Iterate steps 2 and 3 until convergence. 

The maximum iteration number was defined as 25 during the 

application of the EM algorithm within the context of the 

study. Since the EM algorithm is an iterative method, it is fast 

but may not always find the ideal solution. 
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3.3 Hot Deck Method 
The Hot Deck method is a method that finds missing data by 

using similar data records. All data presented in the data set is 

divided into groups in accordance with their similarities. A 

random observation is chosen from the group where the data, 

on which missing data appointment is to about to be made, is 

located. The chosen value in the observation is appointed to 

the missing data. Creating higher numbers of subgroups 

increases the validity of the estimates performed as a result of 

the appointment, however the not so low number of example 

data present in the subgroups may be a problem in this case.  

Many algorithms are present for the application of the Hot 

Deck method. One of the most known algorithms among these 

is the k nearest neighbor algorithm. The most important step 

of this method is the determination of the distances between 

the data. Many methods developed for this purpose are 

present.  The Euclidean Distance [15] method was used in this 

study in order to calculate the distances. Let Xi and Xj be two 

data contained in the data set. This data is a row vector and 

the number of components will be determined as the number 

of the properties contained in the data set. If k numbers of 

properties are assumed to be present in the data set, the 

Euclidean Distance between this data can be calculated as 

shown formula 10 [15]. 

                   
             

  
  

(10) 

Calculation of the Euclidian distance is the first step of the k-

NN algorithm. The process of obtaining missing values via 

utilization of the k-NN algorithm is given below [16]; 

1. Compute the Euclidean distance from the dataset. 

2. Order the calculated distance by increasing order. 

3. Compute k nearest neighbors, using RMSE method.  

4. Calculate the average of missing k attribute that belong 

the missing attribute. 

5. Impute the calculated average instead of the missing 

value.   

In the study, appropriate k values (number of neighbors) were 

determined for the obtained different data sets and the effect 

of the data sets on the value k were defined as well.  In the 

next section, the obtainment process of the data sets and the 

network structure are explained in detail. 

4. GENERATION OF NETWORK DATA 
The data sets used in the study were created in accordance 

with a distributed network structure. OPNET simulation tool 

was used to create a network data. Established network model 

is shown in Figure 1. 

 

Figure 1: The network architecture to obtain datasets 

Four different subnets are present in Figure 1. Among these 

subnets, those located in Samsun and Erzurum were created in 

order to model daily traffic, the subnet in Istanbul was created 

for modelling of the main subnet and the test subnet was 

created for collecting data regarding the state of the network. 

The IP cloud located in the center of the architecture has been 

used for the modelling of internet traffic present within 

Turkey.  Three different background traffic models were 

added to the link between the IP cloud and the Subnet in 

Istanbul in order to be able to model the network traffic of the 

main server [17]. This traffic represents the following; the 

first one represents the condition of fully utilized link 

capacity, the second one represents package delivery at fifty 

percent utilization of link and the last one represents the 

condition where the link is almost completely empty. These 

three conditions were applied orderly in accordance with the 

Round Robin logic. 

Ping packets were sent to the server located in Istanbul via a 

proxy server located in the test subnet. Values of the ping 

packet load, response time, retransmission count and the 

values of the throughput parameters were recorded. Data was 

collected under different network traffic loads under 

consideration of the probable different load conditions of 

distributed network architecture throughout the day. 

Four data sets of different sizes were obtained for the created 

network. The size and the missing data ratios of these data 

sets are given in Table 1.   It can be inferred from Table 1 that 

the loss ratio in the data increases as the size of the data 

increases. The reason for this is that some data cannot be 

obtained in frequent periods due to the simulation 

environment when samples are obtained more frequently 

Table 1: The properties of datasets 

Datasets Number of Records Missing Ratio 

Dataset1 886 % 5 

Dataset2 2360 % 18 

Dataset3 7415 % 42 

Dataset4 29446 % 57 

If the data sets are investigated, it can be observed that the 

missing values are belonging to the retransmission counts and 

delay parameters. The analyses were conducted on four 

different data sets and the effect of the size of the data set was 

also investigated following the success of the methods. 

5. SIMULATION RESULTS 
The study established to obtain missing data on four different 

data sets. The k-NN, LSE and EM methods were used for this 

purpose. First, the appropriate number of neighbors was tried 

to be determined via the k-NN method. After this, new data 

sets were obtained in such a way that they have different loss 

ratios than the Dataset1 and Dataset2 which were used to 

create these sets. The appropriate k values for the Dataset1 

data set versions with %5, %10, %20, %30 and %40 missing 

data ratios are shown in Figure 2. The root mean square error 

(RMSE) function was used for the determination of the k 

value.  The RMSE function is given in formula 11. 

       
 

 
      

 
 

   
       

  

  

(11) 

The M value in the formula represents the number of samples 

containing missing data, the value      
  represents the 

average of the obtained missing values of a specific property 

and the value       
  represents the estimated value to be 

placed as substitution for the missing values. The RMSE 

values obtained for different missing value ratios are shown in 

Figure 2. It can be observed that the appropriate     k value is 

between the range 5-10 for data sets containing lost data at the 

rates of 5%, 10%, 20% and 30%. However, the lowest RMSE 
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value is observed to be in 80 neighbors as soon as the loss rate 

of the data set reaches 40%.  

 

,,  

Figure 2: Interaction between missing ratio and k value for Dataset1 

The appropriate k value for the 20%, 30%, 40% and 50% loss 

ratio variations of the Dataset2 are shown in Figure 3. The 

results are similar to the results in Figure 2. While the 

appropriate k value for low loss rates is between 5-10, the k 

value increases as the ratio of missing data increases. 

 

 

Figure 3: Interaction between missing ratio and k value for Dataset2 

Afterwards, the appropriate k values for the original versions 

of the data sets which are shown in Table 1 were determined. 

The RMSE values obtained for different k values are shown in 

Table 2. From the values in Table 2 it can be inferred that the 

appropriate k values for Dataset1, Dataset2 and Dataset3 show 

similarity, but the appropriate k values for Dataset4 which has 

a loss rate of more than 50% differs from the others. 

Table 2: RMSE values for different datasets 

 Dataset1 Dataset2 Dataset3 Dataset4 

k=1 50.07 26.56 11.84 29.10 

k=2 49.96 27.70 10.64 32.82 

k=3 36.09 25.14 10.16 33.36 

k=4 46.83 23.12 10.10 33.76 

k=5 38.50 21.79 10.29 33.90 

k=6 33.96 21.63 10.37 34.17 

k=7 37.54 21.22 10.29 34.06 

k=8 33.56 21.30 10.34 34.15 

k=9 39.07 20.56 10.57 34.28 

k=10 47.57 20.27 10.64 34.27 

k=15 91.05 19.90 10.56 34.49 

k=20 69.80 20.03 10.33 34.69 

k=30 55.18 27.55 10.80 34.72 

k=40 41.90 34.71 11.28 34.63 

k=50 55.05 45.55 11.85 34.71 

k =60 63.49 53.31 12.40 34.72 

k =70 105.37 75.60 12.98 34.50 

k =80 223.33 85.25 12.49 34.16 

K =90 341.90 78.09 12.55 33.98 

k=100 387.84 71.64 12.95 33.90 

k=150 268.74 66.46 16.60 33.40 

The RMSE values for the k-NN, LSE and EM methods were 

obtained by using the appropriate k values calculated for the 

k-NN method in Table 2. The obtained results are shown in 

Table 3. 

Table 3: Comparison of imputation techniques 

Dataset Dataset1 Dataset2 Dataset3 Dataset4 

k-NN  33.56 19.90 10.10 29.10 

LSE 52.38 25.99 10.35 18.09 

EM 52.33 10.67 9.95 17.82 

If the results in Table 3 are evaluated, it can be seen that the 

best result especially for the data sets with high loss rates was 

obtained with the EM method. The methods generally have a 

similar error rate. However, the EM method has a lower error 

rate in comparison to other methods. 
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6. CONCLUSIONS 
The loss incurred in the data sets has a significant effect on the 

result of the performed analysis. Therefore, the missing values 

have to be obtained via various methods.  The missing values 

occurring during the obtainment of the network data were 

mentioned in the study and the k-NN, LSE and EM methods 

used for the obtainment of missing values in different sized 

network traffic data were used and compared as well. 

According to the obtained results, the EM method was 

observed to be the most stable method among these three 

methods. The k-NN method requires additional computation 

power during the determination process of the appropriate k 

value of the data set. At the same time, it was observed that 

the k value increases as the loss ratio of the data set increases. 

Variation was observed in the k value among different sized 

data sets with different loss ratios. For this reason, it has been 

determined that defining a standard value for the k-NN 

method is not very accurate and if this method should be used; 

the k value should be defined for especially for each data set. 
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