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ABSTRACT 
Image denoising has great significance in pre-processing step 

of imaging applications. Although state-of-the-art denoising 

methods are numerically notable and approach theoretical 

limits, they suffer from visible artifacts. The image denoising 

methods are transformed in both spatial and transformed 

frequency domain. Each domain has its advantages and 

shortcomings, which can be complemented by each other. We 

propose the Progressive gradient Histogram Preservation 

Image Denoising (PGHP) that combine both domains. This is 

a simple physical process, which progressively reduces noise 

by texture enhanced image denoising method of enforcing the 

gradient histogram preservation. The results with approx 

1.08% improved are pointed out from the simulation. 
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1. INTRODUCTION 
There are many problems in image processing one of them is 

noise that to be denoised for the enhancement of image 

quality. Recently, Knaus and Zwicker established with dual-

domain image denoising (DDID) methods that simple 

algorithms can achieve high-quality results [1]. We extend 

their work and propose progressive gradient histogram 

preservation (PGHP) for image denoising, a method 

motivated by recent works. BM3D and Shape-Adaptive 

BM3D (SA-BM3D)[2], [3]. 

The DDID [1] method produces high-quality results, canceled 

of artifacts typical to patch based methods. This method gives 

satisfactory results for various category images [1]. The 

robust estimators and wavelet shrinkage offers to explore 

alternative implementations of the image denoising process. 

In GHP image denoising, which aims to estimate the latent 

clean image A from its noisy observation B, is a standard yet 

still lively topic in image processing and low level vision. One 

widely used data observation model [4], [5], [6] is B =  A +
v, where v is additive white Gaussian noise (AWGN).One 

popular approach to image denoising  is the VM (Variational 

Method), where an energy functional is minimized to explore 

the desired estimation of A from its noisy observation 

B.Motivated by the fact that natural image gradients and 

wavelet transform coefficients have a heavy-tailed 

distribution, sparsity priors are widely used in image 

denoising [7].The well-known total disparity minimization 

methods actually assume Laplacian distribution of image 

gradients [4].The sparse Laplacian distribution is also used to 

replica the high-pass filter responses and wavelet/curve let 

transform coefficients [8]. 

The proposed method combines the two domains spatial and 

frequency domain denoising methods. The rest of the paper is 

as follows. In second section the proposed work is discussed 

with some basics of image. Results analysis discussions are 

then presented in section 3, and section 4 conclusions our 

exposition. 

2. PROPOSED WORK  
The denoising of image with simple model as we can take the 

signal x with white Gaussian noise 𝜂 of additive nature.  

Y =  x +   𝜂 .                                     (1) 
  

 

Fig.2. Block Diagram of proposed work 

For the estimation process the signal Y can be fragmented and 

formulated as entropy problems. And attempted to denoise as 

a gradient descent with 

Yi+1  =  Yi  −  ν∇E(Yi  ),                                  (2) 
Where ν  is the entropy adjustment –parameter. Let Ai  =  RiA 

be a patch extracted at positioni , i = 1, 2, . . . , N , where Ri the 

patch extraction operator and N are is the number of pixels in 
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the image. Given a dictionary D, we sparsely encode the patch 

Ai  over D, resulting in a sparse coding vector  αi . Once the 

coding vectors of all image patches are obtained, the whole 

image A can be reconstructed by [5]: Good priors of natural 

images are important to the success of an image denoising 

algorithm. A proper integration of different priors could 

further improve the denoising performance. 

Here we combine both PID [9] and GHP [10] in two different 

domains to get the best PSNR value. In the first step take 

GHP in spatial domain and after that PGHP in Fourier 

domain. Unlike most other image denoising methods, our 

algorithm is simple enough that we can provide a MATLAB 

implementation for grayscale images in this paper. The 

formulation of the original DDID uses a wavelet shrinkage 

kernel in the frequency domain.  

The result is simulated with organic image and cameraman 

image and noise with variance of value 40. The entropy 

adjustment parameter ν has the influence on the PSNR. For 

large values of  ν  the noise is not manageable. The all other 

parameters are robust against change and are optimal with 

tolerance in the range of 0.1 dB. 

3. RESULT ANALYSIS AND 

DISCUSSION 
The denoising process is explained with the starting process 

from a noisy image. The organic image and cameraman 

images are considered for this result explanation.  

 

 

Fig.3. Progressive GHP denoising of a synthetic image by 

reducing the temperature T, given in units of the original 

noise variance σ2. The noise sigma is σ = 40. 

First image as organic noisy image with PSNR value 16.10dB 

is taken. Two intermediate results with PSNR values 22.67dB 

and 28.77dB and final result with PSNR value 30.49dB. 

These results are illustrated in fig 3. 

Table 1 Comparison of different method containing PSNR 

value for cameraman image 

S.NO METHOD 
PSNR for various σ 

σ=10  σ=25  σ=40 

1 BM3D 34.18 29.45 27.18 

   2 PGHP 34.19 29.56 27.66 

The original camera man image shown in top left in fig. 4(a). 

The right top image fig. 4 (b) is noisy image with variance of 

value 25.  The image fig.4 (d) shows the image with denoised 

outcome of proposed merhod. 

 

Fig. 4: Comparison of denoised Cameraman image with 

noise sigma σ = 40. 

 

Graph: 1 Graph for Accuracy in Cameraman Image 

Denoising. 

The graphical illustration of PSNR values is given through 

graph 1. This shows that proposed method gives better result 

for high noise density. 

4. CONCLUSION  
This paper shows a denoising of image in two domains firstly 

the denoising of image in spatial domain. And then the 

denoising is performed in frequency domain. We focused on 

quality and simplicity rather than performance. The image 
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quality is comparatively good enough. Further work can be 

done for time complexity reduction. 
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