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ABSTRACT
The past two decades noticed a great development in ad hoc
wireless networks. Although most of the routing algorithms that
have been produced to ad hoc networks find the shortest dis-
covered path, they have different network performances. It is
hard to predict which routing algorithm will perform well un-
der different scenarios. In this paper, an empirical study of the
elements that may affect a routing algorithm’s performance us-
ing NS2 simulator is presented. AODV and SARA routing al-
gorithms have been chosen to apply the study on and their per-
formances have been investigated under different scenarios. NS2
has been used to simulate three topologies and their performances
have been measured. According to the results, it is suggested to
use AODV routing algorithm in low interference scenarios and
to use SARA routing algorithm in high interference scenarios.
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1. INTRODUCTION
An ad hoc wireless network is a collection of nodes that communi-
cate through a wireless medium. Each node can move anytime any-
where which may cause a topology change. The transmission range
is usually limited in ad hoc wireless network, so packets may need
several intermediate nodes to be delivered. Therefore, each node in
ad hoc wireless network acts as a router and a node at the same
time. Ad hoc wireless networks have no fixed infrastructure and
usually do not use any central administration. Therefore, this type
of networks is useful in disasters and rescue situations. Designing
a routing algorithm for ad hoc wireless networks is a tough op-
eration because ad hoc wireless networks are self-organized, self-
configured, have no fixed infrastructure and their topologies may
change [1][2].
There are a lot of routing algorithms that introduced for ad hoc
networks. These routing algorithms can be divided into two cate-
gories: proactive and reactive routing algorithms. In proactive rout-

ing algorithms (also known as Table-Driven routing algorithms),
routes are maintained for the whole topology and they are peri-
odically updated. Examples of such routing algorithms are DSDV
[3] and OLSR [4]. In reactive routing algorithms (also known
as On-Demand routing algorithms) routes are created when they
are needed only. These routing algorithms may reduce the net-
work overhead compared with proactive routing algorithms, be-
cause there are no periodic updates. Examples of such routing al-
gorithms are AODV [5] and DSR [6][1][7].
Any routing algorithm finds the best route according to a specific
criteria : shortest path, minimum delay and minimum overhead,
and it is proactive routing algorithm. The find route process is an
optimization problem. which can be solved through heuristic algo-
rithms. Swarm Intelligence algorithms is a class of heuristic algo-
rithms.
Swarm Intelligence algorithms are inspired from nature. Their ba-
sic idea based on the collective behavior. One of the Swarm Intel-
ligence algorithms is Ant Colony Optimization (ACO) algorithms
which simulates the ants colony behavior. An ant colony is self-
organized, all colony members are cooperated to finish specific
jobs. Ants try to find the shortest discovered path from its nest to the
food source by following the trials of the deposition of a chemical
material called pheromone. Routing algorithms that depend on the
idea of ACO technique are called ant routing algorithms. In such
algorithms, there are control packets (ants) used to collect informa-
tion about the network to find the shortest discovered path. Exam-
ples of such routing algorithms are ARA [8] and SARA [9][2][10].
By simulation of the routing algorithms we can measure their per-
formances. One of the most popular simulators is the NS2. NS2
is used to simulate the routing algorithms, application layer proto-
cols, transport layer protocols and others. The most important step
in simulating the ad hoc wireless network is to build the network
connections. The connection setup is determined by both of Media
Access Control (MAC) and physical layer specifications.
The Institute of Electrical and Electronics Engineers (IEEE) devel-
oped a wireless network standard called IEEE 802.11 in 1991. The
first published standard was in 1997. IEEE 802.11 standard con-
tains a set of MAC and physical layer specifications for the wireless
network. IEEE 802.11 standard has many advanced versions like
IEEE 802.11b, IEEE 802.11a, IEEE 802.11g and IEEE 802.11n
standards. They are different in the frequency band and the specifi-
cations [11][12]. Here we will simulate the routing algorithms with
different wireless network signals standards.
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2. RELATED WORK
There are many comparisons studies between the routing algo-
rithms that have been introduced. In this section, some of these
comparisons will be listed.
Samir R.Das and et al. in [7] made a comparison between several
ad hoc routing algorithms. Those algorithms divided into proac-
tive and reactive algorithms. The results show that proactive algo-
rithms have better delay and packet delivery than the reactive al-
gorithms and reactive algorithms have lower routing overhead than
the proactive algorithms.
Iliya Enchev Pervasive and et al. in [15] produced a survey for ant
routing algorithms. It contains brief descriptions for ARA, SARA,
ANSI, AntHocNet, HOPNET and bee-inspired routing algorithms.
They did not make any new results only show the original ones.
Dilpreet Kaur and Naresh Kumar in [17] introduced performance
comparisons between AODV, OLSR, DSR and DSDV ad hoc rout-
ing algorithms. The performance metrics used in the comparisons
are packet delivery ratio, average delay, normalized routing load,
throughput and jitter. The performances have been measured under
two levels of mobility and two levels of network traffic. The results
show that AODV has the best throughput performance under low
traffic while DSDV has the best throughput performance under high
traffic. In high traffic, the throughput performances of OLSR, DSR
and DSDV operate good in despite of the performances AODV and
TORA. DSDV has the worst normalized routing load performance
while TORA has the best normalized routing load performance.
OLSR and DSDV produce bad performances in both jitter and the
average delay.
Tarunpreet Bhatia and A.K. Verma in [18] produced performance
comparisons between the ad hoc proactive, reactive and hybrid
routing algorithms. The routing algorithms which have used to be
analyzed are DSDV, OSLR, AODV, DSR and ZRP. The perfor-
mance metrics that have evaluated are throughput, packet deliv-
ery fraction, normalized routing load and average end to end de-
lay. The performances have measured under different network size,
node speed and pause time. The results show that AODV has the
best performances while ZRP has the worst performances among
the five routing algorithms. The performances of reactive routing
algorithms beat the performances of proactive routing algorithms
under the metrics of throughput and packet delivery fraction. The
performances of proactive routing algorithms are better than the
other algorithms under the metrics of average end to end delay and
normalized routing load.
Merin Skariah and Prof.Dr. C.D. Suriyakala in [11] made a network
performance comparison between DSDV, AODV and DSR rout-
ing algorithms under the specifications of IEEE 802.11b standard.
The results show that AODV has the best network performance in
throughput and packet loss. Results also show that DSDV has the
worst results in throughput, and DSR has the best results in end-to-
end delay.
Cristian Hernandez Benet and et al. in [12] made a genetic al-
gorithm for forecasting the TCP available bandwidth and made a
study about the impact of the primary users on the TCP available
bandwidth using IEEE 802.11g standard. The results show that the
TCP available bandwidth increases when the ideal intervals are
longer.

3. BACKGROUND
An empirical study of the elements that may affect a routing al-
gorithm’s performance is presented in this paper. The study has
been applied on two on demand algorithms: one known by its sta-

bility (AODV) and another one known by its ability to reduce the
network overhead (SARA). The IEEE 802.11a, IEEE 802.11b and
IEEE 802.11g standards have been implemented through simulator
on these algorithms, and that is applied with data rates 24, 11 and 54
Mbps respectively. Then, network performance comparisons have
been made between them under different elements and their be-
haviors have been analyzed under these elements. A Similar com-
parison has been made between them in [9], the results show that
SARA has better throughput performance than AODV under the
specification of IEEE 802.11b with data rate equals to 2 Mbps.
Descriptions of both AODV and SARA routing algorithms, IEEE
802.11, IEEE 802.11b, IEEE 802.11a and IEEE 802.11g standards
will be provided in the next subsections.

3.1 AODV routing algorithm
AODV routing algorithm is an On-Demand algorithm and is an en-
hancement version of DSDV routing algorithm. AODV algorithm
consists of two phases: path discovery and path maintenance. Path
discovery phase starts when a source node wishes to send data to
a destination node, if a source node has a route to the destination
node in its routing table, the source node will start to send the data,
if not the source node will broadcast a request (RREQ) packet to
its neighbors, a node that receives the RREQ for first time will up-
date its routing table and will rebroadcast the message to its own
neighbors. Any RREQ packet is uniquely identified by source ad-
dress and broadcast id. A node can receive many copies of the same
RREQ packet so, it drops any copy of the received RREQ and never
rebroadcast it. Only a destination node or a node has a valid route
to the destination node can reply by a reply (RREP) packet to the
source node. When a RREP packet received by the source node,
the path establishes and starts the data sending. Path maintenance
takes place; if a source node moved, a new path discovery initiates.
If the destination node or an intermediate node belongs to the route
moved, an error (RERR) packet sends to the source node and any
node receives this error packet updates its routing table by setting
the number of hops to ∞, when the RERR packet received by the
source node, a new path discovery initiates [5].

3.2 SARA routing algorithm
SARA routing algorithm is an On-Demand algorithm and is an en-
hancement version of ARA routing algorithm. SARA routing algo-
rithm consists of three phases: route discovery, route maintenance
and route repair. Route discovery phase starts when a source node
wishes to send data to a destination node, if the source node has a
route to the destination node, it will use it and will start data trans-
mission. If not, a source node sends a FANT packet to its neigh-
bors but only one of them will rebroadcast the FANT packet. A
node that receives the FANT packet updates its routing table to
the source node. Only the destination node or the node that is re-
sponsible of forwarding the FANT are capable of replying by a
BANT packet. BANT packet will be sending to the source node.
Any node receives a BANT packet, updates its routing table to the
destination node. Within a certain period if the source node does
not receive any BANT packet, another FANT will be sent. Upon
the reception of the first BANT the route is established and the data
is sent. Route maintenance takes place with the reception of any
packet, the opposite direction of the link where the packet came
from, will be marked which means the pheromone value of this
link will be increased by a constant value. By time, the evaporation
will be represented by decreasing the pheromone each constant pe-
riod by constant value. Route repair will start when a link failure
detected. SARA algorithm uses a search for alternative route within
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Table 1. IEEE 802.11 specifications
IEEE 802.11b IEEE 802.11a IEEE 802.11g

Slot time 20 µ s 9 µ s 9 µ s
CWMin 31 15 15
CWMax 1023 1023 1023

SIFS 10 µ s 16 µ s 16 µ s
DIFS 50 µ s 34 µ s 34 µ s

Bandwidth 22 Mbps 20 Mbps 20 Mbps
Data rate 11 Mbps 24 Mbps 54 Mbps

Preamble length 144 bits 96 bits 96 bits
PLCPHeaderLength 48 bits 40 bits 40 bits

Basic Rate 1 Mbps 6 Mbps 6 Mbps
PLCPDataRate 1 Mbps 6 Mbps 6 Mbps

Frequency 2.4 GHz 5.18 GHz 2.4 GHz

a ring with TTL=2, if this repair fails to find a solution, a new route
discovery phase will be initiated [9].

3.3 IEEE 802.11
MAC is established based on the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) mechanism. CSMA/CA is
based on the backoff algorithm where any node wants to send a
packet; first it senses the medium, if it busy, the node defers its
transmission until the medium is idle. If the medium is idle, the
node senses the medium for an interval, then the node picks up a
random backoff interval and decreases it as long as the medium is
idle [11].
NS2 simulator contains parameters that represent the MAC and
physical layer specifications of an IEEE 802.11 standard. One
of the MAC parameters in NS2 is a special mechanism called
RTS/CTS (concerns by the collision), where the sender first sends
an RTS message and the destination replies with a CTS message.
After that the actual DATA/ACK transmission occurs. You can con-
trol either to open or close the RTS/CTS mechanism in NS2. The
mechanisms of both CSMA/CA and RTS/CTS illustrated in Fig.1.

Fig. 1. CSMA/CA and RTS/CTS diagram

IEEE 802.11 standard has many advanced versions like IEEE
802.11b, IEEE 802.11a and IEEE 802.11g standards. They are
different in MAC and physical layer specifications. In table 1,
the specifications of the IEEE 802.11b, IEEE 802.11a and IEEE
802.11g standards that have been used in the simulation scenarios.

4. PROBLEM FORMULATION
In the empirical study that have been made, elements that can affect
the routing algorithm’s performance have been chosen then they
have been thoroughly investigated. The candidate elements were
found to be: different interference levels, different IEEE 802.11
specifications and different data rates. To practically apply this
study, NS2 simulator has been used to measure the performances
of three topologies represent three levels of interference. Also, the

three topologies represent three levels of mobility due to the ef-
fect of the interference. If there are many nodes sending data hence
there is interference between them the nodes affected by the in-
terference can be considered as they moved from their locations.
Therefore, the interference effect can be considered as it affects the
mobility and existence of a node in an ad hoc wireless network.
Consider the situation of many nodes two of them are sending data
the other nodes that are not belong to the active path can be con-
sidered as dead nodes or can be considered as they have left the ad
hoc wireless network so, this situation also represents the mobility
in another way. From previous, the mobility effect can be accom-
plished by many ways rather than moving the nodes. It has been
assumed that the maximum transmission range is 100 m between
any two nodes. In the following subsections, a detailed description
of the simulated networks’ structures will be given.

4.1 First Topology
The topology area is 100 x 50 m2. This topology consists of fifty
six nodes distributed in seven rows. Each row has eight nodes as
illustrated in Fig.2. The horizontal distance between any two ad-
jacent nodes is ten meters, and the vertical distance between any
two adjacent nodes is five meters. The distance between the two
nodes located in the extreme opposites is seventy six meters. This
topology represents the highest level of interference among our pro-
posed topologies due to the high density of nodes in a small area.
This topology represents the highest level of mobility.

Fig. 2. First topology diagram

4.2 Second Topology
The area of this topology is 345 x 300 m2. This topology also con-
sists of fifty six nodes distributed in seven rows. Each row has eight
nodes and the distance between any two adjacent nodes is fixed.
The vertical distance between any two adjacent nodes is equals to
the horizontal distance between any two adjacent nodes and is forty
five meters. The distance between any two adjacent nodes is nearly
the half of the maximum transmission range so this topology rep-
resents the intermediate level of interference among our proposed
topologies. This topology represents the intermediate level of mo-
bility.

4.3 Third Topology
The topology area is 800 x 800 m2. This topology consists of forty
one nodes distributed in six stars. Each star consists of six nodes,
one is placed at the center and the other five nodes are placed
around the center as illustrated in Fig.3. Each node in the star is
connected only with the center node, which means that the nodes
are placed out of range of each other. This situation is happened
because the outer star nodes are located with seventy two degrees
from the center node, and are located with approximately ninety
meters distance from the center. Only in the central star, the outer
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nodes are located with approximately one hundred meters. Each
star is placed out of range of the other stars, so there is no interfer-
ence between any two stars. There are five nodes located to connect
between the stars and the central star. For any transmission, there
is only one path to follow. Therefore, this topology represents the
lowest level of interference among our proposed topologies. This
topology represents the lowest (zero) level of mobility.

Fig. 3. Third topology diagram

5. SIMULATION RESULTS
In this section, all the simulation results will be shown. Three
topologies have been used in the simulations to represent differ-
ent levels of interference. In each topology, comparisons have been
made under different IEEE 802.11 specifications. All the simula-
tion results have been executed on NS2.31 simulator which has
been installed on Ubuntu 10.04 operating system. The AODV built-
in code that exists in NS2 simulator has been used and the latest ver-
sion of the SARA code that is available on [?] has been used. NS2
does not have ready models for the IEEE 802.11 standards. The
IEEE 802.11a, IEEE 802.11b and IEEE 802.11g standards have
been built and have been used in the simulation scenarios. TCP and
UDP algorithms have been used as the transport layer algorithms in
the simulation results. FTP and CBR applications have been used
as the application layer’s applications. The average throughput and
end-to-end delay are the performance metrics that have been used.
In the next sections, the results that have been achieved from the
three topologies will be shown.

5.1 Mobility-Interference
This group of results gives an evident that the interference has the
same effect of the mobility. The simulation scenario contains two
parallel connections interfere each other. One of the connection
pairs moves away which enhances the metric performances of the
routing algorithm under the three standards as illustrates in Fig.4.

5.2 First Topology
In this set of simulation results, each simulation run is executed for
50 seconds. This set of simulation results consists of four differ-
ent scenarios. Each scenario consists of five sequential connections.
FTP and CBR applications are used to transfer the data with packet
sizes 512 and 1000 bytes respectively. Each scenario is repeated for
ten times for FTP and is repeated for fifteen times for CBR. Due to
the high density of nodes, multiple paths are available which re-
duces the interference effect. The two routing algorithms have the
same behavior for both performance metrics under the three IEEE
802.11 standards with a privilege for AODV routing algorithm with

Fig. 4. The performances of SARA algorithm

CBR as illustrates in Fig.5 and Fig.6. In Fig.5 and Fig.6, the end-
to-end delay decreases while the data rate increases.

Fig. 5. First topology: Performances using FTP

Fig. 6. First topology: Performances using CBR
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5.3 Second Topology
In this set of results, each simulation run is executed for 50 seconds.
Each simulation run consists of five sequential connections. Four
scenarios are used for simulations. The two applications FTP and
CBR are used to transfer the data with packet sizes 512 and 1000
bytes respectively. Each scenario is repeated for ten times when
using FTP and is repeated for fifteen times when using CBR. The
interference affects the performance of AODV routing algorithm
unlike the performance of SARA routing algorithm which deals
better with the interference effect. The results show that SARA has
better performances than AODV for both performance metrics un-
der the three IEEE 802.11 standards when FTP is used as illus-
trates in Fig.7. When CBR is used, the throughput performance of
SARA is better than the performance of AODV under the three
standards and the two algorithms have the same end-to-end delay
performance behavior as illustrates in Fig.8.

Fig. 7. Second topology: Performances using FTP

Fig. 8. Second topology: Performances using CBR

5.4 Third Topology
In this set of results, each simulation run is executed for 40 sec-
onds and is repeated for fifteen times. Two applications are used
for transferring the data: CBR with a packet size 1000 bytes and
FTP with a packet size 512 bytes. Three sets of scenarios have

been studied. There are four types of nodes in this topology; cen-
ter node which represents the core of the star, deep node which
represents the outer node of the star, first node which represents the
node that connects the star with the connector node and before node
which represents the connector node. Two network performances
have been made.

5.4.1 The First Set. In this set of simulation results, a set of 32
different scenarios is used; two different scenarios represent each
type of the 16 possible node combinations. Each scenario consists
of two sequential connections. The results show that the two algo-
rithms performances are so close to each other under 802.11b stan-
dard while the metric performances of SARA are better than the
metric performances of AODV under 802.11a and 802.11g stan-
dards. The throughput performance of SARA algorithm is better
than the throughput performance of AODV routing algorithm un-
der the three standards when the CBR is used as illustrates in Fig.9,
while the throughput performance of AODV is better than the per-
formance of SARA under 802.11b standard when the FTP is used
as illustrates in Fig.10. The end-to-end delay performance of SARA
algorithm is better than the performance of AODV under the three
standards when FTP is used as illustrates in Fig.10, while the per-
formance of AODV is better than the performance of SARA under
802.11b standard when CBR is used as illustrates in Fig.9.

Fig. 9. First set - Performances using CBR

Fig. 10. First set - Performances using FTP
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5.4.2 The Second Set. In this set of simulation results, a set of
48 different scenarios is used; three different scenarios represent
each type of the 16 possible node combinations. Each scenario
consists of one connection. The results show that the throughput
performance of SARA algorithm is better than the performance of
AODV algorithm under the three standards when either CBR or
FTP is used as illustrates in Fig.11 and Fig.12. The end-to-end de-
lay performance of SARA algorithm is better than the performance
of AODV under the three standards when FTP is used as illustrates
in Fig.12, while the performance of AODV is better than the per-
formance of SARA when CBR is used as illustrates in Fig.11.

Fig. 11. Second set - Performances using CBR

Fig. 12. Second set - Performances using FTP

5.5 Opened/Closed RTS/CTS Mechanism
In this set of simulation results, a set of 211 different scenarios is
used, each scenario contains one connection. Source and destina-
tion nodes are selected to cover all types of nodes in this topology,
so we have sixteen possible combinations. This set of results exam-
ine the effect of opening and closing the RTS/CTS mechanism on
the two routing algorithms under the three standards. The FTP ap-
plication has been used in this set of results. Opening the RTS/CTS
does not affect the results, SARA routing algorithm has a better per-
formance than AODV routing algorithm under the three standards
for both metrics as illustrates in Fig.13 and Fig.14.

Fig. 13. Third set - Performances with Opened RTS/CTS

Fig. 14. Third set - Performances with closed RTS/CTS

5.6 Two Parallel Connections
This set of simulation results is obtained by simulating two parallel
connections. The simulation run is executed for 40 seconds. CBR
has used to transfer the data with packet size of 1000 bytes. With
the existence of two parallel connections, the interference’s effect
shows in the three topologies and the performance of AODV algo-
rithm enhances with the decrement of the interference. In the first
topology, the throughput performance of SARA is better than the
performance of AODV under the three standards while the end-to-
end delay performance of AODV is better than the performance of
SARA under 802.11b as illustrates in Fig.15. In the second topol-
ogy, AODV has better performance than SARA for both metrics
under the three standards as illustrates in Fig.16. In the third topol-
ogy, the performance of AODV is better than SARA for both met-
rics under the three standards except the throughput performance
under 802.11g as illustrates in Fig.17.

5.7 NS2 Parameters
There are many variables in NS2 give the user the ability to con-
trol and adjust the flow control. An example of such variables is
the interval variable which is defined in the construction of a CBR
connection. Interval variable is responsible for the determination
of the intervals between sending the packets. Different values of
this variable provide different throughput performances. Small in-
tervals lead to different in the throughput performances under the
three standards as illustrates in Fig.18 in despite of big intervals

6



International Journal of Computer Applications (0975 - 8887)
Volume 143 - No.10, June 2016

Fig. 15. Parallel - First topology performances

Fig. 16. Parallel - Second topology performances

Fig. 17. Parallel - Third topology performances

which lead to the same throughput performance behavior under the
three standards as illustrates in Fig.19, the performance of SARA
algorithm has the same behavior under the three standards.

6. CONCLUSION
In this paper, an empirical study of the elements that may affect a
routing algorithm’s performance using NS2 simulator is presented.
The candidate elements were found to be: different interference lev-

Fig. 18. Small interval performance

Fig. 19. Big interval performance

els, IEEE 802.11 specifications and data rates. The study has been
applied on AODV and SARA routing algorithms. Their perfor-
mances have been investigated under different scenarios. NS2 has
been used to simulate three IEEE 802.11 standards. NS2 has been
used to simulate three topologies then has been used to measure
their metrics’ performances. The performance metrics that have
been used are average throughput and end-to-end delay.
The results show that in general the throughput performance behav-
ior of the two routing algorithms is so close to each other under the
three standards. AODV routing algorithm performs better in low
interference scenarios and SARA routing algorithm performs bet-
ter in high interference scenarios. The end-to-end delay decreases
while the data rate increases in despite of the average throughput
which may not proportionally increase with the data rate increase.
The future work will include simulations for more routing algo-
rithms and IEEE 802.11 standards. Also, it will include a real test
bed environment to execute the simulated results in a real situation.
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