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ABSTRACT 

This paper tells how the various steps are done while 

implementing speech recognition during offline attendance 

system in school , colleges etc. There are various stages 

through which the speech signal has to pass , and accordingly 

at each phase there applies different algorithm or functions 

depends upon its phase. Various approaches are also 

discussed to remove the noise in noisy environment from the 

speech signal. Lastly by passing through all the phases the 

required speech is compared with the database for its 

approval. The main theme of this paper is to compare and 

discuss various strategies while implementing speech 

recognition 
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1. INTRODUCTION  
The word biometric comes from‟ bio‟ which means biological 

and „metric‟ means measurement. It means the biological 

characteristics of a person. so one can say biometric 

recognition is kind of recognition which depends uopn person 

traits which can be either physiological or behavioural 

characteristics. The physiological behaviour may include the 

DNA, face recognition , thumb prints or finger prints etc . 

Whereas the behavioural includes the behaviour of human 

kind to the particular instance which may include the speech, 

typing speed etc . but this paper discuss the most important 

behavioural biometrics technique i.e speech recognition. 

There are various techniques already going in the market for 

offline attendance system which may include the fingerprint , 

thumb print , iris recognition or the voice . on the other hand 

various others web applications are also present like gprs 

using radio frequency identification. But due to its difficulty 

in installation and hard prices these are not feasible for every 

person to use . To overcome this limitation this paper 

discusses speech recognition as a biometric trait. 

The best and the most convenient part for Homosapiens 

conversation is speech. And this trait uniquely identifies every 

person from an individual.speech of a person includes its 

uttering of words, speed of speech, its accent , and the 

pronunciations of word. .In a nutshell one can say that persons 

authentication using speech  is called speech recognition . it 

may be further divided into text dependent which includes the 

limited access to the words which the system already knows 

and are stored in the database and the text independent where 

the person can freely utter any word to the system. In a 

conclusion using speech recognition one can easily identifies 

who the person is by comparing that values from the database. 

This paper is arranged as follows: Section II gives many 

different stages of Speech Recognition; Section III includes 

review of algorithm of all the stages; Section IV concludes 

paper and defines problem. 

Recognition Various Stages Of Speech 

A. Steps for performing speech recognition: 
 Pre processing of speech signal 

 Feature extraction 

 Feature Post-Processing 

 Normalization 

 Classification 

2. SPEAKER RECOGNITION SYSTEM 

DESIGN 

Fig. 1 Flowchart depicting various steps during speech 

recognition 
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The process of speaker recognition can be divided into six 

main stages which are Speech .Acquisition, Feature Extraction 

with post-processing and pre-processing signal feature, 

Normalization and Classification as shown in Fig.1. 

This is the first phase of speech recognition and is the most 

crucial part of speech recognition. In this phase the users 

speech which is told to the speaker is processed and 

accordingly the features are extracted from the signal. During 

extraction of signal the silence or the part which is unvoiced 

is removed and in the next phase of feature extraction the 

details of the speech signals are extracted .In the post 

processing various functions are applied as discussed earlier 

in this paper to improve the signal strength for next phase. 

Then comes normalization which include statistical part like 

mean, median, standard deviation etc. The last stage is the 

classification which includes the comparison of the speech 

signal whether the required signal is of the marked user or 

not.   

This is the first phase of speech recognition and is the most 

crucial part of speech recognition. In this phase the users 

speech which is told to the speaker is processed and 

accordingly the features are extracted from the signal. During 

extraction of signal the silence or the part which is unvoiced 

is removed and in the next phase of feature extraction the 

details of the speech signals are extracted .In the post 

processing various functions are applied as discussed earlier 

in this paper to improve the signal strength for next phase. 

Then comes normalization which include statistical part like 

mean, median, standard deviation etc. The last stage is the 

classification which includes the comparison of the speech 

signal whether the required signal is of the marked user or 

not. 

Now the brief strategies of all the functions and the 

comparisons at various stages of speech recognition.   

3.  REVIEW OF ALGORITHMS AND 

VARIOUS FUNCTIONS  
A. Pre-processing of input speech signal to the speaker 

In this phase the most effective thing is the feature extraction 

with the end points of signals which only includes voiced part 

with deleting of silence or background conflicts. so one can 

say this stage basically increases the access to use the speech 

signal 

There are various methods of defining signals according to its 

behaviour, speech signals splits into three parts 

1.  Voiced(V) when the person uses his or her vocal cords 

so that it can vibrate physically when air flows through 

lungs 

2.  Silence(S) is includes when no voice is produced by the 

user 

3.  Unvoiced(U) in the kind of waveform when the vocals 

chords does not vibrate led to formation of aperiodic 

speech signal 

 

 

Fig. 2 Parts of Speech signal divided into Voiced (V), 

Silence(S), and Unvoiced (U) signal. 

The Mostly used methods [9] are: 

1. Short time Energy(STE): In this phase of pre 

processing of speech signals the value of signals 

depends upon its amplitude . higher the amplitude 

means a voiced signals whereas lower the amplitude 

meant for unvoiced part of signals accordingly the 

threshold value of its energy is also fixed for each 

speech signal. 

 

       Unvoiced Signal    Voiced signal     Unvoiced Signal                

Fig. 3: Amplitude variation in voiced and unvoiced signal 

2. Zero cross rate (ZCR): in this method the speech is 

distinguished on the basis of the number of times 

the signals travels through zero value in particular 

set of time . In voiced part of signal the value is 

very low to ZCR whereas in unvoiced speech 

signals the amplitude signals attain high ZCR 

values. 

 

(a) 

 

(b) 
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( c ) 

Fig. 4(a) Zero crossing of signal (b) Zero crossing of 

unvoiced speech and (c) voiced speech 

By implementing these two methods i.e. ZCR or STE 

methods in preprocessing stage one can say it have better and 

clear output as compares with other method like linear pattern 

classifier etc [10] 

B. Feature Extraction 

This phase is the most crucial part of speech recognition. It 

includes the extraction of feature from the voiced signal. and 

accordingly the most suitable algorithm is implemented. The 

main objective of this phase is to extract the vital details of 

the feature based upon the application so as to recognize the 

required speech. Various used algorithms are as discussed:  

1. Mel-Frequency Cepstral Coefficient (MFCC): It is 

the most commonly used algorithm during the 

feature extraction phase. It includes various phases 

through which the required signal has to pass it 

includes the framing block in which signals are 

separated into various frames , then each frame is 

passed through hamming window. Then 

accordingly the FFT is applied i.e. Fast Fourier 

Transform. and in last step Mel Frequency is 

applied to find out the coefficients . 

 

Fig. 5 Stages of MFCC 

2. Gammatone Frequency Cepstral GFCC): 

Coefficients (this technique is fully dependent on 

FFT i.e. Fast Fourier Transform for the speech 

recognition.GFCC consists of 64 channels for 

modelling the speech feature in speech recognition. 

In its first phase the signal is passed through 

gammatone filter . and with same intensity of 

signals logarithm and discrete cosine transform  are 

applied to get the required characteristics of input 

signal. 

 

 

Fig. 6 Block diagram for GFCC Algorithm 

In a nutshell if we compare the performance of these two 

above discussed strategies they both work with different 

characteristic and environment. GFCC applies cube root 

whereas MFCC works with logarithm function. But the 

cube root in GFCC provides more efficient results as 

compares with the log in MFCC[12].Hence one can say 

GFCC is more accurate and precise in noisy environment 

than MFCC. 

C. Feature Post-processing 

This phase includes the polished signal on which various 

other functions are applied like delta Δ and double delta ΔΔ 

functions in feature post processing. For more illustrations 

GFCC is applied with delta Δ and double delta ΔΔ functions 

to give more accurate results than only with GFCC.The first 

order derivative for the input signal using delta and double 

delta functions are generally carried out in this phase of 

feature of post processing. 

D. Normalisation 

Normalisation of signals is generally done with the feature 

values that are extracted in feature post processing. In this 

review paper we generally talks about the model based 

normalisation. Which generally recalls mean , standard 

deviation , variance characteristics. In this normalisation 

technique we have: 

1. Cepstral Mean Normalisation (CMN): this kind of 

normalization generally preferred in noisy 

environment. It works identically on every speech 

signal due to which the transmission of electric 

signals reduced. So one can say it does not depicts 

any relevant information in mean as reduction of its 

signal reduces its information. 

2. Mean and Variance Normalisation (MVN):It is 

elaboration of the earlier discussed technique i.e. 

CMN It is supposed that mean andvariance should 

not contradicts. MVN is also called Cepstral 

variation normalisation as it has CMN as its subset. 

E. Classification 

It is last phase of signal through which one can classify 

whether the speech is matched or not . There are various 

methods like: 

1. Vector Quantization: This Quantization technique is 

based on lossy data compression method and also on 

blocking codes. Among the large cluster of points 

number of point having same density are separated. And 

the index which is closest to code book depicts the data 

points. for „n‟ number of points it has „n‟ number of code 

books    
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Fig. 7 Clusters and code book representation in vector 

quantization 

2. Hidden Markov Model (HMM): It is the most widely 

used tool used for wide range of data. It generally uses 

transition probability as its parameter. This model 

produces the pattern of hidden states. And for the 

observed or hidden states it uses Markov model. In 

HMM states are not directly visible as in Markov model. 

HMM gives the same set of states as its output. 

Sometimes HMM may also uses second or third mo. del 

orderedMarkov for complex data structures in pattern 

classifier 

 

 

Fig. 8 observable and hidden states in Markov transition 

diagram 

3. Gaussian Mixture Model (GMM):It is a kind of vector 

distribution model and uses density estimator as an 

pattern classification 

 

Here, µi , Σi are mean and covariance of  i
th 

mixture, 

respectively. µi is the location parameter, which tells about 

the symmetrical curve of bell shaped density. Σk in 1D 

calculates the variance and spread out of density is, thus 

called shape parameter. Various shapes are formed using 

Gaussian components . Finally during recognition, the 

features of speech signals are extracted and parallel distance 

between stored data and the input speech signal is obtained by 

log likelihood. The maximum log likelihood is verified as the 

accurate identity of speech [19] 

4. CONCLUSION 
In this review paper, various strategies are discussed in speech 

recognition along with various other algorithms also come 

into light to develop the more advance extracted feature at 

every level. Based on this paper one can say that extraction of 

signal and classification of signals plays vital role in speech 

recognition and using these two phases the peak values are 

extracted out. One thing more which is also discussed in the 

paper is the efficiency of GFCC and MFCC in noisy or noise 

free environment. 

In addition to this one can also conclude that CMN and GMM 

model used in last stages are more accurate even in noisy 

environment as compared with other techniques       
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