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ABSTRACT 
Biometrics have been used from ages for authentication 

purpose but the key advantages of hand vein pattern that is 

“hand vein pattern are 100 times more unique than other 

physiological features” are attracting many researchers. In 

this paper we have proposed an efficient authentication 

system using hand vein pattern. The concept of information 

sets has been used for feature extraction so as to have control 

over the local information. The information set based 

features has already been implemented on biometrics like ear 

and face. Till now these features have not been implemented 

on hand vein pattern based verification systems hence we 

have explored their suitability on hand veins. All the 

experiments have been carried out on hand vein database 

developed at IIT, DELHI .We have used Hanman classifier 

to check the accuracy of extracted features. Then we have 

optimized the Hanman classifier performance by using 

genetic algorithm. The optimized results shows that the 

proposed system in 99% efficient. We have also compared 

Hanman classifier accuracy with accuracy obtained from k-

nearest neighbor and SVM classifier. 

Keywords 
Hand vein, Biometrics, Information sets, Fuzzy sets, Hanman 
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1. INTRODUCTION 
In this fast growing world, security is the major concern in 

cyberspace. Due to the rise in technology the crime ratio is 

increasing day by day. Hence, Privacy protection is the major 

challenging task in the field of security. To overcome these 

privacy risks to certain extent some verification methods 

came into existence. These verification methods are 

classified into two categories i.e. traditional verification 

methods and modern verification methods. The traditional 

verification methods include passwords, PINs, smartcards. 

The main disadvantage of these systems is that they offer 

limited security and they are not much reliable. Hence to 

overcome these drawbacks modern verification methods 

came into existence. Modern verification methods involve 

analysis of human physical, biological and behavioral 

characteristics and were further named as biometrics. 

Biometrics uses physiological or behavioral characteristics to 

determine or verify the identity of individual. The 

physiological characteristics include thumbprint, palm print, 

face, thermal image, iris pattern, vein pattern etc whereas 

behavioral characteristics include voice pattern, handwriting, 

or acoustic signature. The modern verification methods have 

a big advantage i.e. they are difficult for attacker to copy or 

forge.  

Recently hand vein pattern is attracting the attention of many 

researchers working in the field of security. Shape of vein 

patterns in the back of the hand varies from person to person. 

The key advantages of hand vein pattern over others 

physiological features are uniqueness, stability and 

immunity.  

a. Uniqueness: Shape of vein patterns in the back of 

the hand varies from person to person.  

b. Stability: Hand vein pattern is stable that is the 

shape of the vein remains unchanged even when 

human being grows. 

c. Immunity: Hand vein patterns are difficult for 

attacker to copy and forge. 

Hence, these advantages makes it a more consistent 

biometric for personal identification. Further, the state of 

skin, temperature and humidity has little effect on the vein 

image, unlike fingerprint and facial feature acquirement [1]. 

A lot of researches had been carried out on hand vein 

patterns and most of the researches are motivating 

researchers to find a best methods and techniques to develop 

an efficient hand vein authentication system. 

1.1 Motivation And Related Work 
Various key advantages of hand vein patterns are motivating 

many researchers to build an efficient authentication system 

using hand veins. The hand vein authentication system 

proposed in this paper makes use of the concept of 

information sets. The principle motive of using the concept 

of information sets is to limit the uncertainty from gray level 

values. This concept has been implemented at the stage of 

feature extraction. In this two types of features has been 

extracted i.e. energy feature and sigmoid feature. To check 

the accuracy of these extracted features Hanman classifier 

has been applied. The motive behind using the hanman 

classifier is that the computational requirements of this 

classifier is relatively less as compared to other classifiers 

and this classifier offers better performance as that of other 

classifiers. To prove this a comparison has been done to 

compare the accuracy of hanman classifier with other 

classifiers. Then we have optimized the hanman classifier by 

using genetic algorithm to improve its performance to get the 

best results for the system. 

2. LITERATURE SURVEY 
Recently hand veins patterns are attracting many researchers. 

Researchers are using different techniques to build an 

efficient authentication system. Tanaka and kubu [2] 

developed a hand vein acquisition device using near IR 

imaging. The verification of the developed system was done 

by using fast Fourier transform based phase correlation 

scheme. Further the developed system was tested with noise 

reduction filters, sharpness filters, histogram manipulation. 

Wang and leedham [3] have proposed another method for 

personal authentication. In their work hand vein images were 

acquired from thermal imaging. The classification was done 

by using Hausdorff distance and the matching scores were 

computed between extracted line patterns. Shalin et al. [4] 
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proposed an authentication system using fast correlation of 

near infrared hand vein patterns. They used spatial 

correlation of hand vein pattern for recognition. In their work 

after segmentation &pattern post processing correlation is 

used to measure identity. Kumar and prathyusha [5] 

presented a new approach for Personal authentication. Their 

proposed method was based on hand vein triangulation and 

knuckle shape. In their proposed system user authentication 

was done by triangulation of hand vein image and knuckle 

shape of information palm dorsa hand vein image. In their 

work ROI was extracted by using knuckle tips. Matching 

scores were generated based on four topologies of 

triangulation of binarized vein structured and geometric 

features consisting of knuckle point perimeter distance in 

acquired images. The weighted score level combination of 

these two matching scores were used to authenticate the 

individual. Wang et  al.[6] proposed  local  scale  invariant  

feature transform  (SIFT)  which  has  practical  significance  

due  to  its translation  and  rotation  invariance. The  hand  

vein  image  is preprocessed  to  remove  the  background  

and  reduce  image noises  and  the  SIFT  features  are  

extracted  to  describe  the gradient information of hand vein. 

Minimum distance classifier is used for matching. Wanget al. 

[7] presented another approach of hand vein recognition 

system .Their approach was based on partitioning local 

binary pattern and further was assessed using a similarity 

measure which was obtained by calculating chi square 

statistic between the feature vectors of tested sample and the 

target sample. Wang et al. [8] proposed another approach for 

recognition which was based on partitioning of local binary 

pattern (LBP).In their work after preprocessing the image is 

divided into subimages.LBP features are extracted from all 

sub images. For classification minimum distance classifier is 

used. Wang and Liao [9] presented another approach for 

recognition which is based on feature coding. In their 

approach the output of partition LBP is extracted and is 

given as input to back propagation encoder. The orthogonal 

gold code is selected as output code for back propagation. 

For final classification correlation classifier is used. Tang et 

al. [10] presented Hand-dorsa vein recognition based on 

multi-level key point detection and SIFT feature based local 

feature matching. In multi-level key point detection approach 

Harris-Laplace and Hessian-Laplace detectors are combined 

to localize key points that highlight the more discriminating 

information. Then SIFT based local matching associates 

these key points between hand dorsa of the same individual. 

Huang et al. [11] proposed another approach on hand vein 

recognition based on oriented gradient maps and local 

feature matching .The proposed approach make use of 

oriented gradient maps (OGMs) to represent the hand vein 

images. Further, SIFT based local matching is performed to 

associate the key points between corresponding OGM pairs 

of the same subject.  

3. GENERAL MODEL FOR HAND 

VEIN AUTHENTICATION SYSTEM 
An authentication system using hand vein pattern includes 

two modules: 

 

3.1 User module  

 

3.2 Authentication server module  
It is divided into two steps: 

3.2.1  Preprocessing  

 
3.2.2 Verification  

 

4. FEATURE EXTRACTION BY USING 

INFORMATION SETS 
In this paper the concept of information sets has been used 

for feature extraction. The motive behind using the 

information concept is to reduce the uncertainty present in 

gray level values. Information set is defined as a pair of 

information source and membership function. This 

information set results in formation of feature vector. The 

concept of information sets overcomes the limitation of 

fuzzy set theory by expanding the scope of fuzzy sets. The 

biggest limitation in fuzzy set theory is that in most of the 

applications that involve concept of fuzzy set only the 

membership function is the key to fuzzy logic operations. 

The value of information source is rarely figured out in fuzzy 

set theory. Hence this limitation is solved to certain extent by 

using concept of information sets. In this context we are 

concerned with limiting the uncertainty from gray level 

values. 

4.1 Concept Of Information Sets (H) 
Information set is a pair of information source values and 

membership function. This information set results in 

formation of feature vector. In this context we are concerned 

with finding the values of information source and 

membership function. It is noted that  
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Figure 1: Extraction of Feature Vector from Hand Vein Image 

membership function can be exponential, trapezoidal, 

triangular or Gaussian memberships [12]. 

Let I be any image. The information source value is denoted 

by {Iij } and is computed by partitioning the image into 

windows of size n X n as shown in Fig.1. Now consider the 

fuzzy set which is a pair of gray level values and their 

membership function values. Gray level values are denoted 

by I = {I i, j } and membership function values are denoted 

by{μij } . 

Definition of information (H): Information set is denoted 

by H = {Hij } and is defined as a product of information 

source values{Iij }  and corresponding membership function 

values{μij } i.e. H = {Hij } = {Iijμij }. 

The information (H) is defined as: 
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Where pij  are probabilities such that     pijji = 1, and a, b, 

c and d are the real- valued parameters that are selected to 

convert the exponential function into a membership function. 

PROOF OF INFORMATION H 

Hanman-Anirban entropy function is defined as:  
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 Where a, b, c and d are real valued parameters. We will now 

make use of this entropy function to derive information set. 

First take a=0, b=0, p=Iij ; c=−
1

fh (ref )
2 ; d= 

I(ref )

fh (ref )
2  in Eq. (3) 

resulting in information H and is given by 

e
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Where μij
e  is an exponential membership function and is 

defined as 

μij
e = e

−|Iij −Iref |

fh (ref )
2

                                                        (5) 

The division by 

2n (n x n is the size of window) is needed 

in (5) to make the entropy value within the range [0, 1].    

Next if we take  p = Iij , a=0, b =
1

2fh (ref )
2 ,  c =

−2I(ref )
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2 , d =
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2
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2  eq.(3) becomes another kind of information i.e. 
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Where μij
g

 is the Gaussian membership function and is 

defined as:   
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Here  Iref  can be taken as the maximum or average gray level 

in the window of size W X W. 

 Hence information set (H) can be written as: 
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Where {Iij } is the information source value and {μij }is the 

membership function. 

Note: With the different value of {μij } new information (H) 

can be derived. 

4.2 NEW FEATURES 
Depending upon the information set values some new feature 

values can be computed which are as follows: 

4.3.1 Energy feature 
The Energy in kth window of size n x n is expressed as: 
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Where n2=n x n i.e. the size of window and

ijij  1
.  

In this work  μij  = e−|Iij −mean (Iij )| and is taken according to 

the experimentation in which energy value is found to give 

the best performance for the system. 

4.3.2 Sigmoid feature 
The sigmoid feature in kth window of size n X is expressed 

as 

Sg
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Where Iavg  is the average number of gray level values and is 

expressed as: 

  Iavg =
  Iij

n
j=1

m
i=1

n2
 

Here μij  = e−|Iij −mean (Iij )| and is taken according to the 

experimentation in which sigmoid value is found to give the 

best performance for the system. 

4.3 Algorithm For Energy And Sigmoid 

Feature Extraction 
1. Divide the Region of interest (ROI) image into non 

overlapping windows of size WXW. 

2. Extract the local information from each window by 

computing energy and sigmoid feature. The local 

information can be changed by changing the choice 

of membership function. 

3. Repeat step 2 for all the windows of size 7X7, 

9X9, 11X11, 13X13, and 17X17 to compute the 

performance. 

4. Concatenate the resulted features from all the 

windows to form a feature vector. 

 

Figure2: ROI Sample Images of one User 

5. HANMAN CLASSIFIER 
Hanman classifier is used for classification of extracted 

features. This classifier is based on T-norms and is expressed 

as 

𝐻𝑚ℎ 𝑖 =  𝐸𝑚ℎ
𝑖 (𝑗)𝑒−𝐸𝑚 ℎ

𝑖 (𝑗 )

𝑗

, 𝑚 ≠ ℎ, 𝑖

= 1,2, … . , 𝑐    

5.1 Triangular Norms 
T-norms are the generalization of minimum operator. These 

are the binary operator mainly used in probabilistic metric 

spaces and multi-valued logics. These norms are used in 

deriving the Hanman classifier (described in the section 4.2). 

These norms are applied in various fields such as fuzzy set 

theory, fuzzy logic and generalized measures. 

Definition: T-norms is a function that maps unit square 

into unit function and is denoted by T (a, b). This function is 

expressed asT:  0, 1 X  0,1 → [0,1] . This function satisfies 

the following properties: 

1. Commutativity: 𝑇 𝑎, 𝑏 = 𝑇(𝑏, 𝑎) 

2. Monotonicity: 𝑇 𝑎, 𝑏 ≤ 𝑇 𝑐, 𝑑 , 𝑖𝑓 𝑎 ≤
𝑐, 𝑎𝑛𝑑 𝑏 ≤ 𝑑 

3. Associativity: 𝑇 𝑎, 𝑇 𝑏, 𝑐  = 𝑇(𝑇 𝑎, 𝑏 , 𝑐) 

4. Identity: The number 1 is a neutral element. 

5.2 Hanman Classifier Based On T-Norms 
Let the size of the extracted feature vector be n. Now divide 

the feature vector into training samples and testing samples. 

Let the number of training samples are Tr  and the testing 

samples are (TS1
, TS2

… … … . . TSn
). 

 First normalize the feature vector using Min-Max 

normalization. Let the resulted normalized matrix of ith  user 

be denoted by Xi and is represented as  

                             

𝑋𝑖 =  

𝑥11
𝑖     𝑥12

𝑖 ⋯ 𝑥1𝑛
𝑖

⋮           ⋮  ⋱ ⋮
𝑥𝑇𝑟1

𝑖       𝑥𝑇𝑟2

𝑖   ⋯ 𝑥𝑇𝑟𝑛

𝑖
  

Where, each row of the matrix represents a training sample 

of the ith  user. Now compute the error vector (emj
i ) between 

training samples and testing samples of ith user which is 

defined as: 

            emj
i =  xmj

i − tsj
  where m = 1,2, … … . , s and j =

1,2, … … . . , n  (7) 

Where, xmj
i  denotes the mth training sample  

Now if the test sample belongs to ith  user then the errors 

computed from eq. (7) will be close to 0.  

Note that T-norms of the errors emj
i  (error in the jth  feature 

between the mth training sample and the test sample) and ehj
i  

(error in the jth  feature between the hth training sample and 

the test sample) in jth  feature gives the infinite number of the 

errors depending on the T-norm used. If the test sample 

belongs to the ith  user then both emj
i  and ehj

i will be small. 

Hence we can say that  T emj
l , ehj

l  < 𝑚𝑖𝑛 emj
l , ehj

l  . 

Now compute T-norm error vector which is given by: 

                        Emh
i  j =  T emj

i , ehj
i  , m ≠ h           (8) 

Note: The vector  Emh
i  j  can also be used for classification 

but the entropy of this vector is inequitable. 

Now recall Hanman-Anirban entropy function which is 

defined as: 



International Journal of Computer Applications (0975 – 8887) 

Volume 143 – No.5, June 2016 

31 

)(

1 1

23 dcpbpap
n

i

n

j

ij
ijijijepH


 



 

Here by taking a = 0, b = 0, pj =  T emj
i , ehj

i  = Emh
i  j  the 

T-normed entropy becomes  Hmh  i  and is defined as: 

Hmh  i =  Emh
i  j e− cEmh

i  j +d , m ≠ h

j

                   (9) 

Where c and d are the learning parameters and m, h =
1,2, … . . , Tr , i = 1,2, … . , c 

To avoid learning we take c=1, d=0 in Eq. (9). This leads to 

the Hanman classier i.e. 

Hmh  i =  Emh
i (j)e−Emh

i (j)

j

, m ≠ h, i = 1,2, … . , c       (10) 

The choice of T-norms is essential for the success of the 

classier. In our work, we have used Frank T-norm which is 

found to be more appropriate and is given by 

T x, y = logp  1 +
 px − 1  py − 1 

p − 1
  

Where p is the unknown parameter 

5.3 Algorithm  For  Hanman Classifier 
1. Divide the dataset into training samples(𝑇𝑟)and 

testing samples(𝑇𝑠). 

2. Normalize the feature vector using Min-Max 

normalization. 

3. Now compute absolute error vector between 

training samples and testing samples. Resulted 

error vector is given by:    (𝑒𝑚1
𝑖 , 𝑒𝑚2

𝑖 , … . . , 𝑒𝑚𝑛
𝑖 ) 

Where m=1, 2,… . , 𝑇𝑟   

4. Compute T-normed error vector: It is computed by 

comparing the pair of error vector 

 𝑒𝑚1
𝑖 , 𝑒𝑚2

𝑖 , … . . , 𝑒𝑚𝑛
𝑖  𝑎𝑛𝑑(𝑒ℎ1

𝑖 , 𝑒ℎ2
𝑖 , … . . , 𝑒ℎ𝑛

𝑖 ) and 

is denoted by 𝐸𝑚ℎ
𝑖  𝑗 (where j=1, 2,…,n) for 

𝑖𝑡ℎuser. 

5.  Evaluate 𝐻𝑚ℎ 𝑖 ∀𝑚, ℎ = 1,2, … , 𝑇𝑟  and the 

compute  𝐺𝑖 =  𝐻𝑚ℎ
𝑇𝑟
𝑚≠ℎ=1 (𝑖). 

6. Repeat step 2-4for all users (𝑖 = 1,2, … … . , 𝐶)and 

if 𝑘 = 𝑖𝑛𝑓𝑖 𝑖 , then the test user gets identified with 

𝑘𝑡ℎuser i.e. 𝐺𝑘 < 𝐺𝑖∀ 𝑖 ≠ 𝑘. 

5.4  Optimization Of Hanman Classifier 

Performance  
We have optimized the performance of Hanman classifier by 

using genetic algorithm. Genetic algorithms are used to 

optimize non linear systems with large number of variables. 

In this we are concerned with the optimization of the 

unknown parameter „p‟ present in accuracy function. By 

taking different values of „p‟ we have optimize hanman 

classifier to get the best value of accuracy. 

6. EXPERIMENTAL RESULTS 
This section is divided into three steps i.e. feature extraction, 

classification and verification. 

 

6.1 Feature Extraction 
Feature extraction has been done on ROI images of hand 

vein database developed at IIT, Delhi. For feature extraction 

the images are partitioned into non overlapping windows of 

size n X n. Then two new local features i.e. energy feature 

and sigmoid feature are extracted from each window. These 

features have been extracted for window size of 7X7, 9X9, 

11X11, 13X13, and 17X17. 

6.2 Classification 
After feature extraction the classification has been done on 

extracted features. In classification the performance of all the 

extracted features is evaluated by using Hanman classifier in 

terms of accuracy. Hanman classifier generates the genuine 

score and imposter scores. In this work for each instance of 

hand vein datasets there are 100 users and each user has 5 

images. We have taken 4 images as training samples and 1 

image as testing samples. We have also performed cross 

validation keeping 1 image as test and rest of the images as 

train and we are continuously changing the test images by 

next image of the user keeping rest of the images as train 

images to compute the performance. Genuine scores are 

obtained by comparing the feature vectors of images of the 

same user. Impostor scores are obtained by comparing the 

feature vectors of images of different users. In our work there 

are 100*4 genuine scores and 500*499*4 imposter scores. 

After classification we have optimized the hanman classifier 

so as to improve the performance of classifier. The results 

are shown below 

Table 1: comparison of accuracy of different classifiers 

Window 

Size 
Hanman classifier                       

k-nearest 

neighbor 

classifier  

 SVM  

       Energy Sigmoid Energy  Sigmoid Energy  Sigmoid 

7X7 97 98 96 98 97 98 

9X9 96 98 96 98 96 97 

11X11` 96 97 96 97 95 97 

13X13 97 98 96.5 98 96 97 

17X17 95 97 94.5 97 94 96 

Table 2: Accuracy obtained by hanman classifier before 

optimization 

Window size Energy 

feature 

Sigmoid 

feature 

7X7 97 98 

9X9 96 98 

11X11 96 97 

13X13 97 98 

17X17 95 97 
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Table 3: Accuracy obtained by hanman classifier after 

optimization 

Window size Energy 

feature 

Sigmoid 

feature 

7X7 98 99 

9X9 97 99 

11X11 97 98 

13X13 98 99 

17X17 97 98 

6.3 Verification  
After classification, verification has been done. In 

verification the computed genuine scores and imposter scores 

are compared with the threshold value to calculate the error 

rates i.e. the FAR (false acceptance rate) and FRR (false 

rejection rate) are computed. 

Table 4: FAR and FRR for information sets based 

features 

No of images FAR (%) FRR (%) 

10 0.0001 0.0010 

20 0.0025 0.0050 

30 0.0060 0.0080 

40 0.0080 0.0100 

50 0.0090 0.0125 

60 0.0105 00140 

70 0.0125 0.0170 

80 0.0140 0.0190 

90 0.0160 0.0200 

100 0.0200 0.0300 

 
The initial value of the threshold is set to the minimum of the 

genuine scores and the final value of the threshold becomes 

the maximum of impostor scores. The Receiver Operating 

Characteristics (ROC) curve which is a plot of GAR vs FAR 

is obtained by computing the values of (FAR, FRR) for 

varying thresholds. Best values of energy feature and 

sigmoid feature by hanman classifier in both the cases i.e. 

before optimization and after optimization are coming out for 

window size 7X7 and 13X13. 

 
a. window size 7X7 

 
b. window size 13X13 

Figure 3: a. GAR and FAR graph for energy feature with 

window size 7X7 b. GAR and FAR graph for energy 

feature with window size 13X13 

 

c. window size 7X7 

 

d. window size 13X13 

Figure 4: a. GAR and FAR graph for sigmoid 

feature with window size 7X7 b. GAR and FAR 

graph for sigmoid feature with window size 

13X13 
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7. CONCLUSION 
In this paper information sets concept has been used for 

feature extraction of hand veins. Two types of features are 

extracted i.e. energy feature and sigmoid feature. According 

to the accuracy calculated by Hanman classifier sigmoid 

features are found to be more efficient and reliable. Then a 

comparison been done   to compare the accuracy obtained 

from hanman classifier with accuracy computed from two 

different classifiers i.e. k-nearest neighbor classifier and 

SVM classifier. Then optimization of hanman classifier is 

done so as to improve the performance. The accuracy 

obtained after optimization shows that that the proposed 

system is 99% efficient.  
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