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ABSTRACT 

Osteoarthritis is one of the popular causes of debility in 

elderly & overweight people. Osteoarthritis is a joint disease 

that invades the cartilage of bigger joints like knee, hip, feet 

and spine. Cartilage helps the easy glide of bones & obstructs 

them from rubbing each other. In Osteoarthritis cartilage is 

ruptured due to which bones start kneading each other with a 

severe pain. The scenario for the evaluation of Osteoarthritis 

includes clinical examination & various medical imaging 

techniques. In this work the authors have used Active contour 

segmentation technique to segment the portion/part of the 

knee X-ray image to diagnosis the disease. The numerous 

features like Haralick, Statistical, First four moments, Texture 

and Shape are computed and classified using Random Forest 

classifier. The proposed method gives the classification 

accuracy rate of 87.92% which are more competitive and 

promising with the existing algorithms.   

General Terms 

Machine learning, Feature extraction algorithm, Statistical 

Classification, Medical imaging 

Keywords 
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1. INTRODUCTION 
Medical imaging [17][18] is the process of creating visual 

representations of the internal structures hidden by the skin 

and bones. It is the technique where the interior parts of the 

body for clinical diagnosis and medical intervention are 

revealed. Medical imaging is a part of biological imaging that 

incorporates various imaging technologies like X-ray [19], 

Magnetic Resonance Imaging (MRI), Ultrasound, Computed 

Tomography (CT) etc [20]. Osteoarthritis is one of the most 

common form of arthritis disease that is seen mostly in 

females, overweight and elderly people 

[21][3][22].Osteoarthritis (OA) is a joint disease that mostly 

affects the cartilage [21]. Cartilage is the protective 

connective tissue that covers the end of bones in a joint. The 

normal or healthy cartilage allows easy glide of bone in the 

joint and prevents them from rubbing each other [23]. In 

Osteoarthritis the top layer of cartilage is erupted due to which 

the bones rub each other causing severe pain 

[3][4].Osteoarthritis commonly affects the joints in the knee, 

hip, spine and feet. There are two types of OA, Primary OA 

seen in aged people due to genetic reasons or aging. 

Secondary OA tends to show up earlier in life due to some 

injury, diabetes, obesity, athletics or patients with rheumatoid 

arthritis. The sample of normal & affected Osteoarthritis knee 

image is shown below in figure 1 and 2.  

 

Fig 1: Normal Knee Image 

 

Fig 2: Osteoarthritis Knee Image 

The main symptoms of OA are pain and difficulty in joint 

motion, reduced function and participation restriction, Joint 

stiffness in the morning or after prolonged rest. The present 

evaluation of OA is based on clinical examination, symptoms 

and simple radiographic assessment techniques (X-ray), MRI, 

CT etc. While several other methods have been proposed, 

Kellgren-Lawrence (KL) system is validated method of 

classifying individual joints into 5 grades [1]. Table below 

shows the different grades of OA disease. 
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Table 1: KL Grading System 

KL 

Grades 

OA Analysis 

Grade 0 No Radiographic features of OA present 

Grade 1 Doubtful  OA(narrowing of joint space) 

Grade 2 Mild OA(definite narrowing of joint space) 

Grade 3 Moderate OA (multiple osteophytes, sclerosis) 

Grade 4 Sever OA ( large osteophytes, sever sclerosis, 

bone deformity) 

 

The common X-ray findings of OA include destruction of 

joint cartilage; joint space is diminished between adjoining 

bones and bone spur formation [24]. MRI scans may be 

ordered when x- rays do not give clear reason for joint pain or 

when the x- ray suggests that other type of joint tissues can be 

damaged. In OA, after acquiring the Knee X-ray image, 

human experts need certain time to examine the knee X-ray 

image. The parameters used for the classification of OA are 

continues & complex. It may be possible that the experts may 

exceed time limit in investigating the knee x-ray image and 

may reach some other conclusion regarding the presence of 

OA. So to overcome these human errors Computer aided 

automation of knee x-ray image is required. Automation 

allows quick and efficient results with respect to the disease & 

has significantly less errors. Sometimes knee X-ray images 

may not be clear during early Osteoarthritis or due to some 

other distortions. If the knee X-ray findings are not clear 

doctor suggests the patients to go for MRI. As MRI is an 

expensive option, common man may not afford it. The current 

methods used for clinical diagnosis of Osteoarthritis are not 

accurate enough to efficiently measure the quality & evolution 

of Osteoarthritis. Thus more significant methods & algorithms 

are required which are multi-factorable to access the 

parameters & progression of Osteoarthritis. Therefore the 

authors have tried to implement semi-automated method that 

helps in the diagnosis of the disease to some extent. 

 In the rest of the paper, Section-2 contains the review work 

that includes different segmentation & feature extraction 

techniques used for the classification of Osteoarthritis based 

on knee X-ray imaging. Section-3 describes the methodology. 

Section-4 includes experiment analysis and lastly Section-5 

has conclusion along with future scope followed by 

qualitative references. 

2. RELATED WORK 
As per the preceding survey, researchers have investigated 

various methods on the detection and analysis of 

Osteoarthritis using different knee images like X-ray, MRI 

etc. Image segmentation method has a great importance in 

most medical imaging applications [34]. In medical imaging 

the segmentation methods are classified into two basic groups: 

pixel based (includes thresholding, region growing region 

merging etc) and geometry based (includes deformable 

models, active contours active appearance models). Therefore 

to know the proper progression & extremity of the disease 

medical imaging is carried out in terms of X-ray imaging or 

Magnetic Resonance imaging. As per the survey,  

Lior Shamir et al [1], have used joint detection algorithm and 

feature extraction technique to analyze the knee X-ray image. 

The algorithm finds the joint and separates it from rest of the 

images. The features were computed by Zernike features, 

Multi-scale histograms, first four moments, Tamura texture 

features etc. The features extracted were classified using 

weighted Nearest Neighbor rule. The authors concluded that 

95% of moderate OA was differentiated from normal OA and 

80% of minimal OA was differentiated from normal.  

Samir K.Bandyopadhyay[2],have used edge detection 

algorithm, to detect edges of  Knee X-ray images in 

osteoarthritis. The features computed were femur, tibia and 

patella cartilage. The authors have concluded that the 

proposed algorithm gives sufficiently good results and is very 

effective in noisy and blur images.  

M.Subramonium et al[4], have used Local Binary 

Pattern(LBP) based classification system for the detection of 

OA using Knee X-ray images.The classification is achieved 

by computing the histograms of LBP of knee X-ray images 

using K- Nearest Neighbor classifier. The authors have 

concluded with 95.24% of accuracy in detecting normal or 

abnormal knee image and 97.37% of accuracy in detecting 

medium or worst cases.  

Prafull Sharma et al [5], have used different Image 

segmentation algorithms on X-ray bone images. The discrete 

step, Watershed segmentation and Otsu’s segmentation are 

used to analyze the abnormalities and problems associated 

with bone structures. The authors have concluded that discrete 

step algorithm provides quick and efficient results. 

Bindushree R et al [6], have used different image processing 

techniques to measure the joint space width in knee x-ray 

images. Different techniques used are contrast enhancement, 

histogram equalization, canny edge detection algorithm and 

thresholding for extraction & computation of features. The 

authors have concluded that the Joint Space Width of the knee 

x-ray image is compared with the standard Width (4.8 for 

women & 5.7 for men) and that image is said to be normal 

case or osteoarthritis case. 

Dian Pratiwi et al [7], have used artificial neural back 

propagation method for measuring the severity of 

Osteoarthritis disease. In their work the whole processing is 

divided into three steps, image processing, feature extraction 

and classification using artificial neural network process. 

They have concluded with 66.6% of classification rate. 

Subromoniam M et al [8], have used computer aided 

diagnosis for the detection of OA using X-ray images. 

Haralick feature extraction technique for computation & SVM 

classifier with the kernel functions are used for the detection 

& classification of OA. They have concluded that the 

algorithm had a sufficient good result with accuracy of 99% in 

the diagnosis of bone disorders caused by OA. 

Lilik Anifah et al [9], have used fully automated method to 

segment junction space area (JSA) for OA classification on 

impaired Knee X-ray images. In their proposed work right and 

left knee detection is performed using contrast limited 

adaptive histogram equalization (CLAHE) & template 

matching is used to segment the joint space area of knee. In 

their work the whole method is divided into two steps, first 

step is to segment right & left knee and second step is to find 

JSA. The first step is again divided into four experiments; first 

experiment uses centre of mass, second uses only templates 

matching, third uses CLAHE & template matching and fourth 

combines all the above experiments. Similarly second step is 

divided into 2 experiments , first uses row sum graph & centre 

of mass method & second uses Gabor filter ,row sum graph & 

centre of mass method. The results showed that experiment 4 

in first step gave sufficiently good result with 100% accuracy 

and in second step experiment 2 gave 92.63% of accuracy for 

right knee and 87.37% for left knee. 
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Mahima Shanker Pandey et al [10] have used automated 

computer assisted method to detect OA based on joint space 

width (JSW) of knee x-ray images. In their work image is 

enhanced using Gaussian low pass filter & stretched using 

contrast stretch technique. The better quality image is 

obtained from which mean & variance is calculated using 

neighboring pixel method. Lastly Euclidian distance formula 

is used on the binary format of the image to calculate the JSW 

which is compared with the normal value. They have 

concluded that among 80 images the success rate was up to 

90% and 10% images failed as thresholding was not clear. 

Jessie Thomson et al [11], have used fully automated 

computer aided system that identifies the outlines of the bones 

of knee joint of OA disease. The authors have Random Forest 

Regression Voting Constrained Local Model (RFCLM) and 

Statistical shape model for automated analysis. In their work 

two different classifiers are used to distinguish between the 

texture in knee structure of normal & affected OA. Features 

computed were texture features, shape features, simple pixel 

features etc. The experiment showed that combining shape & 

texture based classifiers resulted in 84.9% of accuracy as 

compared to shape alone. 

Lilik Anifah et al[12], have used Contrast Limited Adaptive 

Histogram Equalization (CLAHE) & template matching 

schemes. The Gabor kernel, row sum graph, moment methods 

and grey level centre of mass (GLCM) are used to get the 

joint space width area. The features computed were in terms 

of contrast, correlation, energy & homogeneity. The 

classification rate of 93.8% for KL grade 0, 70% for KL grade 

1, 4%for KL grade 2, 10% for KL grade 3 & 88.9% for KL 

grade 4 was obtained. 

Tati L.Mengko et al[13], have used machine vision system 

for osteoarthritis assessment. In their proposed method image 

segmentation uses edge detection method to determine the 

region of joint space. The feature computed is the distance 

between femur & tibia bone. The classification of normal & 

affected OA is obtained from radiographic image using neural 

network that is later examined with the predefined diagnosis 

managed by the physician. They concluded with 50% 

sensitivity, 100% specificity & positive predictive value & 

91.84% negative predictive value. 

Lior Shamir [14], have developed image analysis method 

that can find correlations between radiographic findings & 

clinical indicators. The methods includes WND-CHRM 

algorithm using different feature extraction techniques 

(Haralick, Tamura, Shape, Statistical). The computed features 

are classified using weighted Nearest Neighbor scheme. They 

have concluded that the method demonstrated the satisfactory 

association between the radiographic findings & clinical 

indicators. 

Subromonium.M et al[15], have developed the algorithm to 

compute the features from digital x-ray images using Local 

Ternary Pattern (LTP) and classifying them by using Support 

Vector Machine Classifier. 50 X-ray samples were used to 

evaluate the performance of the algorithm. They have 

concluded that the Linear & Polynomial functions gave 

91.66% of specificity & 80% of sensitivity. RBF gave 94.59% 

of specificity & 66.66% of sensitivity. 

Chanda Ray et al[16], have used automatic clustering of X-

ray images by K-means method on large feature vector & 

hierarchical technique is applied on k-means clustering. The 

clustering is done on multilevel features of X-ray images such 

as global level, local level & pixel level. They have concluded 

that the combination of k-means & hierarchical clustering 

produces very high level of accuracy. 

From the literature it is observed that a good number of 

researchers have worked on Knee X-ray imaging  for 

detection and classification of OA using different approaches 

and forecasted some promising results with their own 

datasets. But still there is a scope for developing a robust 

algorithm using different parameters like age group, 

demographic characterization based on rural and urban 

people. Different robust features are required to be extracted 

from Knee X-ray for the detection of Osteoarthritis. The 

comparative analysis with promising results were made by 

researchers as predicted and discussed in the related work. But 

still there are certain algorithms & methods which are open to 

lot of improvements. Thus, the authors need to develop a 

robust and precise algorithm that is suitable for evaluating the 

disease in early stage with high classification rate. 

3. PROPOSED METHEDOLOGY 
The proposed methodology below figure 5 consists of five 

main steps, Preprocessing, Image segmentation,Image 

enhancement, Feature extraction and Classification of 

computed features. The steps are explained in the following 

subsections[34]. 

3.1 Image Acquisition 
Image acquisition can be designated as the action of fetching 

an image from some source which is further processed to get 

new and better image [25]. 

Data Set:  The authors have used the input data set of 200 

knees X-ray images that were collected from various hospitals 

and diagnostic centre. The images collected were based on 

various specifications like age, gender, blood group, 

occupation etc.  

3.2 Pre-processing 
Pre-processing highlights some important features relevant to 

understand the image. After collection of knee X-ray images, 

initially pre-processing techniques are used which are 

application dependent. In the work pre-processing is carried 

out by cropping the image to 512x409 pixels and resized to 

250x250 for the proper analysis..  

3.3 Image Segmentation 
The segmentation is the process where the image is 

partitioned into its constituent parts or objects that can be 

identified individually [26]. In the work image segmentation 

is carried out using Active contour segmentation method. The 

boundaries of designated mask are used by Active contour as 

the initial state of the contour from where the evolution starts. 

The prominence and the suppressed regions of an image are 

segmented using active contour algorithm. The algorithm uses 

Chan-Vese and Edge methods to segment an image [28].The 

region between the femur and tibia is segmented and further 

processed for computation. The picture below shows the 

segmented region of Knee X-ray image. 
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Fig 3.Segmented Image 

3.4 Image Enhancement 
Enhancement techniques are used to improve the quality of 

the image to great extent. The technique can improve image 

quality in terms of shading, linear contrast adjustment, un-

sharp masking, and median filtering and color [3]. In the work 

segmented knee X-ray images are enhanced by contrast 

adjustment to get better extremity of an image. The picture 

below (figure 4) shows the enhanced segmented region of 

Knee X-ray image.            

 

Fig 4.Enhanced Segmented Image 

3.5 Feature Extraction 
Feature Extraction [29] is one of the important modules of 

image processing. In this stage we compute features of 

segmented and enhanced image using MATLAB which 

results in recognition accuracy with very simple classification 

module. Authors have computed various features from the 

obtained segmented region. The features computed are: 

First Four Moments: The quantitative measure of the shape 

with various set of points [30]. In our work the moments used 

are skewness, kurtosis, variance and standard deviation. The 

equations are as follows: 

 Skewness=
E(x−μ)2

σ3
     (1) 

 Kurtosis=
E(x−μ)4

σ4
      (2) 

 Variance=
i

N−1
  Ai − μ 2N

i=1      (3) 

 Standard Deviation=  
i

N−1
  Ai − μ 2   N

i=1 (4) 

 Statistical features: Includes assembling, 

formulating, determination & clarification of data 

[3]. The statistical measures considered are mean, 

area, entropy and Euler number of images. All the 

statistical properties are calculated based on 

individual pixels. The individual pixels are 

determined by looking at its 2-by-2 neighborhood. 

The following are some features: 

 Mean (M) =computes the average of an array I 

using mean (I (:)). 

 Entropy = -sum(p.*log2(p)) 

Shape features [29]: These include measuring the similarities 

between shapes represented by their features [3]. The shape 

features are calculated based on connected components stored 

in contiguous and dis-contiguous regions. The following are 

the features computed: 

 Area is the number of pixels of an image. 

 Major Axis Length specifies the length of major 

axis of an object in pixels. 

 Minor Axis Length specifies the length of minor 

axis of an object in pixels. 

 Perimeter is the number of boundary pixels. 

 Equiv diameter=   4 ∗ Area
π   

 Eccentricity=
ƛ1

ƛ2
(Foci of ellipse/Major axis length) 

 Euler Number=(No of objects)-(No of holes) 

Haralick features[3][31]: These help in measuring the 

texture of the image in terms of contrast, correlation, sum of 

squares, sum of average, homogeneity etc. Following are 

some equations used 

 Contrast=  i − j 2
i,j p(i, j)                    (5)  

 Correlation= 
 i−μi  j−μj p(i,j)

σ iσ j
i,j              (6) 

 Energy= p(i, j)2
i,j                                 (7) 

 Homogeneity= 
p(i,j)

1+ i−j i,j                 (8) 

Texture analysis features [33]: These features calculate the 

local range, standard deviation and entropy of a gray scale 

image. All the features determine the centre element of 

neighborhood by floor ((size (NHOOD) + 1)/2). 

3.6 Classification 
A random forest is a classifier consisting of a collection of 

tree structured classifiers {h(xk), k1, ...} where the {k} 

are independent identically distributed random vectors and 

each tree casts a unit vote for the most popular class at input x 

[32]. 

. 
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Fig 5: Block Diagram 

4. EXPERIMENT ANALYSES 
The experiment is carried out on various Knee X-ray of 

different age and blood groups of the rural and urban 

population. The experiment is conducted on 200 Knee X-ray 

samples. Different features were computed like Shape 

features, Statistical features, First-four moments, Haralick 

features and Texture analysis features.  In the investigation 

40% of training and 60% of testing was carried out for the 

analysis. The Random Forests algorithm was used to classify 

the image. The classification rate of 87.92% was 

demonstrated provided the given image is normal or affected 

by using below algorithm. 

Input: Knee X-ray image.  

Output: Normal or Affected Knee X-ray image. 

Step-1: Pre-processing i.e. removal noise, images resize, etc 

and Convert it into gray-scale.  

Step-2: Normalize gray scale image to size 250x250 for 

further analysis 

Step-3: Segmentation is carried out using Active contour 

algorithm. 

Step-4: The segmented image is enhanced using Contrast 

adjustment technique for further interpretation. 

Step-5: The different features computed are Shape features, 

Statistical features, First-four moments, Haralick features and 

Texture analysis features.  

Step-6: Lastly 40% training and 60% testing is carried out on 

the obtained list of features using Random Forest classifier. 

Step-7 End of the algorithm. 

The outcomes of the algorithm are demonstrated in the below 

Tables.Table-2 gives the classification rate of individual 

feature set. Table-3 gives the classification rate of merged or 

integrated feature set. Table-4 gives the confusion matrix of 

individual feature set. 

Table-2 Classification rate of individual feature set 

Feature Set Correctly 

Classified 

Misclassified Accuracy rate 

Texture 

Feature Set 

123 84 59.42% 

Haralick 

Feature Set 

151 56 72.94% 

First Four 

Moments 

151 56 72.94% 

Statistical 

Feature set 

151 56 72.94% 

Region 

Properties 

155 52 74.87% 

 

The clinical symptoms play important role in the diagnosis of 

Osteoarthritis. The investigation of the disease is carried out 

by both clinical symptoms and radiological assessment. As we 

have considered only the radiological assessment of knee X-

ray, the miss classification rate is bit high as mentioned in 

above table. Since the result obtained from above table-2 

seems to be less informative in classifying the image, we 

experimented on merging the feature set. Fusion of features 

provides a combination of relevant information of two or 

more feature set. The resulting combined feature set can be 

more instructive than individual feature sets. The table-3 

below gives the classification rate of merged feature set. 
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Table-3 Classification rate of merged feature set 

Fusion of 

Feature Set 

Correctly 

Classified 

Misclassified Accuracy 

rate 

(Texture+ 

Haralick + First 

Four Moments 

+ Statistical + 

Region 

Properties) 

 

182 

 

25 

 

87.92% 

 

The graphical representation of all the feature set is shown in 

the figure 6. The bar graph clearly demonstrates that the 

fusion of all the feature set gives better results than the 

individual feature set. 

 

Fig 6.Graphical Representation of Features 

Table-4 Confusion Matrix of individual feature set 

Predicted 

Region Properties Haralick Features Statistical Features Texture Features First4Moments 

Normal Affected Normal Affected Normal Affected Normal Affected Normal Affected 

A
ct

u
a
l 

C
la

ss
 

Normal 50 25 53 24 53 24 42 41 49 24 

Affected 27 105 32 98 32 98 43 81 32 102 

 

5. CONCLUSION 
Analysis of X-ray images is done manually by the physician 

that is time consuming, subjective & unpredictable. The 

complexities associated with the X-ray images make it 

difficult to analyze them in an effective way. A knee X-ray 

image is very much prone to unwanted distortions that cause 

problem in analyzing the bone structures. To overcome these 

problems authors have used semi-automated technique that 

provides a quick and efficient method to analyze the 

abnormalities & problems associated with the bone structures. 

In the work authors have used Active contour algorithm to 

segment a knee x-ray image that undergoes various feature 

extraction techniques. The extracted features demonstrated the 

accuracy rate of 87.92% using Random Forest classifier. In 

future the technology or process need to be developed that is 

associated to Osteoarthritis pain and clinical symptoms, such 

as whether the symptoms are related to joint tissue, 

neuropathic pain, muscular pain etc. This may help in 

acquiring good classification rate. 
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