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ABSTRACT 
Software reliability is one of the key attributes to determine 

the quality of a software system. Finding and minimizing the 

remaining faults in software systems is a challenging task. 

Software reliability growth model (SRGM) with testing-effort 

function (TEF) is very helpful for software developers and has 

been widely accepted and applied. However, each SRGM 

with TEF (SRGMTEF) contains some undetermined 

parameters. Optimization of these parameters is a necessary 

task. Generally, these parameters are estimated by the Least 

Square Estimation (LSE) or the Maximum Likelihood 

Estimation (MLE). However, the software failure data may 

not satisfy such a distribution. We investigate the 

improvement and application of a swarm intelligent 

optimization algorithm, namely Modified Genetic Swarm 

Optimization algorithm, to optimize these parameters of 

SRGMTEF. The performance of the proposed SRGMTEF 

model with optimized parameters is also compared with other 

existing models Genetic Algorithm (GA), and Particle Swarm 

Optimization (PSO). The experiment results show that the 

proposed parameter optimization approach using Modified 

Genetic Swarm Optimization is very effective and flexible, 

and the better software reliability growth performance can be 

obtained based on SRGMTEF on the different software failure 

datasets. Also, provided comparison of ten SRGMs ( Like 

Goel-Okumoto Model, Delayed S-shaped Growth Model, 

Yamada Imperfect Debugging Models, Yamada Rayleigh 

Model, Inflection S-shaped Model…..etc).  

Keywords 
Software Reliability Growth Model, Testing Effort Function, 

Genetic Algorithm, Particle Swarm Optimization, Modified 
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1. INTRODUCTION 
Today’s technological world is extremely depending on 

computer systems i.e. computers became a part of human life 

(Humans are directly or indirectly affected by computers). 

From the past three decades, the scope and intricacy of 

computer-intensive software systems have rapidly grown and 

the tendency will continue in the next generation undoubtedly. 

If you look at the world virtually all the  industries like 

banking, automobiles, hospitals, avionics, 

telecommunications, oil, pharmaceuticals, and many 

industries depend on computers for their simple operations 

[1]. The computers are running by the combination of both 

hardware and software. The software is defined as 

transforming a discrete set of inputs into an isolated set of 

outputs during specified period. 

In order to produce high-quality software, there is a need to 

test the software thoroughly i.e. how much effort did the 

testing team spent for testing the software. Estimation of 

software reliability involves recognizing and confiscation of 

software defects. Software defects play a vital role in 

reliability prediction. Modeling software reliability is a 

challenging task because when the identified defects removed 

from the system, it may result in new faults.  

Identifying and removal of the residual faults are one of the 

key features in software reliability indexes.  Numerous 

Software Reliability Growth Models (SRGMs) are proposed 

in the literature based on nonhomogeneous Poisson process 

(NHPP). The conventional SRGMs focused on recognition of 

faults and predicting the reliability based on the available past 

failure data. 

In this paper, we use evolutionary algorithms to forecast the 

reliability values of software systems. Also, we worked on 

test case generation for exhaustive testing. In our proposed 

work first, we evaluate various parameters of SRGMs like the 

mean value of failures, the mean value of faults, the 

cumulative number of failures and reliability and then 

suggested the optimal selection of SRGM. Indeed, it contrasts 

with the existing methods. The proposed method is compared 

with existing optimization techniques. The results show that 

the use of evolutionary algorithms gives better results.   

The rest of the paper is organized as follows. Section 2 

presents the various researches performed in relation to our 

suggested work. Section 3 elucidates the plan, approach, and 

the advanced technique. Section 4 proves and details about the 

results of our suggested technique, and finally, section 5 

closes our proposed method for parameter estimation of 

software reliability growth model. 

2. RELATED WORK 
Kapil Sharma et al. [2] have developed a method to envisage 

the reliability, ranking and selection of the software reliability 

growth models (SRGM) using distance based approach 

(DBA) method.  Several SRGMs proposed for  the last three 

decades. But there is no standard approach to select optimal 

SRGM. Selection of SRGM requires efficient estimation of 

reliability parameters which helps in determining the quality. 

The DBA method first recognizes the relative importance 

criteria of the given software application. Then it evaluates the 

level of standards for a group of models for optimal selection. 

Because of the vibrant flora of software determining the 

reliability of a software system is a typical task during testing 

because of its vibrant flora. The process of fault recognition 

and removal are not same during development and operational 

stage. The elimination of defects during the operational phase 

is slower than development stage.  To predict and assess the 

reliability during testing and operational stages Chin-Yu 

Huang et al. [3] developed a robust and easily deployable 
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technique named unified theory. Integrating multi change-

points i.e. software environment changes during different time 

intervals with the unified theory profoundly helped in an 

assessment of software reliability.      

The software defined as a group of programs or modules. Due 

to the intricacy existed in software applications, and poor 

understanding of software requirements, it is not easy to 

remove the faults immediate recognition of software failure 

during testing. Eliminating the identified defects may 

introduce new faults called imperfect debugging. P. K. Kapur 

et al. [4] proposed two gentle outlines to predict the reliability 

of various software reliability growth models which are 

related to nonhomogeneous Poisson process in the presence of 

imperfect debugging. Their investigations focused on failure 

recognition and fault elimination during testing, when no 

discrepancy existed.       

To deliver the optimal software Y. P. Wu et al. [5] have 

proposed an approach for detecting faults and correcting faults 

by incorporating time dependencies between them. This 

approach focused on the parameter estimations of the 

integrated model. The process of estimation of parameters in 

the integrated model is done using explicit likelihood 

estimation by considering different time delay assumptions.  

Also, it helps in optimal software release policies i.e. the time 

delay in the software release. In this work they employed 

numerous selves of the integrated model; predictive capability 

is evaluated and compared with the traditional Maximum 

likelihood and least squares estimation methods.  

Genetic Algorithm [6] is one of nature inspired algorithm. To 

achieve the prior convergence rate, Genetic Algorithm 

evolution process adopts from the pseudo-biological 

operations namely selection, crossover, mutation, and other 

extra operations.  The determination of the exact local optimal 

solution is poor in GA whenever the algorithm integrates with 

another algorithm. But, it is a proficient method in 

discovering the whole investigation cosmos. 

Dr. James Kennedy, and Dr. Russell Elberhart, [7] developed 

Particle Swarm Optimization (PSO) in 1995. PSO is a 

complementary technique to GA. It is one of the optimum 

models provides vulnerable communication between the 

independent agents. It examines the parameter space globally 

by controlling the paths of the group of elements like a swarm 

by collecting the social knowledge from the individual [8]. 

Because of its convergence speed and easiness, it is 

recognized as a global optimization technique. PSO exhibited 

well earlier convergence rate than GA. PSO is failed in 

discovering enhanced solution during reproduction runs.   

3. PROPOSED METHODOLOGY 

3.1 Various SRGMs used 
1. Goel Okumoto Model [9] 

          m(t)=a( 1-e-bt )                (1) 

2. Delayed S-shaped Model [9] 

          m(t) = a(1-(1+bt)e-bt)     (2) 

3. Huang Logistic Model [10] 

 

        

                                                   (3) 

 

Where 

      
cf - mean value of the cumulative number of failures 

     
kf

 - Mean value of failure. 

4. Yamada Exponential [11] 

                                                       (4) 

5.  Inflection S-shaped Model [9] 

                           a(1-e-bt) 

                 m(t)=                            (5)                     

                              1+βe-bt 

6. Yamada Imperfect Debugging Model 1 [12] 

                           ab(eαt-e-bt) 

                 m(t) =                                 (6) 

                           a+b 

7. Yamada Rayleigh Model [11] 

  

                                                            (7) 

8. Yamada Imperfect Debugging Model 2 [12] 

       m(t)= a( 1-e-bt )(1-α)+αat             (8)     

                                      b 

9. Two-Dimensional S-shaped Model [10] 

The Mean value function is detected is given by, 

         frfNF                                 (9) 

Where
 

f -Mean number of faults detected with respect to the 

Coverage and time 

fr -Mean number of failures with respect to the Coverage 

and time 

10. P-N-Z Model [13] 

                          a( 1-e-bt )(1-α)+αat 

                                             b                (10) 

           m(t)= 

                             1+βe-bt 

3.2 Comparison criteria 
In order to evaluate the performance of SRGMs need to 

estimate the various parameters which help in reliability 

estimation. Some of the parameters are given below. 

1. Cumulative Number of Failures 

        C(f)= (a(1-r))M/1-r         (11) 

 where, 

 a is failure number 

 r is time 

 M is max number failure time 

m(t) = a(1-e
-rα(1-e-βt)

) 

m(t) = a(1-e
-rα(1-e-βt2/2)) 

k k f 
k 

n 
cf t L   / 

1 
) (  

 
 
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2. Mean value of number of faults [14] 

 T)*exp(-n*+T))/(1*exp(-n-R(1=m(f)             (12) 

3. Software reliability measure [14] 

        hCTMhCTMCTR ffs /,/,exp,/   
     

                                                                                             (13)
 

3.3 SRGM selection using MGSO 
The proposed Modified Genetic Swarm Optimization 

(MGSO) method is a hybrid Optimization technique, which 

abuses the novelty and individualism of two Orthodox 

optimization gradients in the most efficient way. They are 

Particle Swarm Optimization (PSO) and Genetic Algorithm 

(GA). 

3.3.1 Modified Genetic Swarm Optimization 

(MGSO) 
In order to solve the complex combinatorial optimization 

problems, that involves the problems of convergence speed 

and consistency in the solution space. There is a necessity to 

develop a potent scheme that overcomes the problems of 

consistency and convergence speed. Genetic Swarm 

Optimization (GSO)  is a population-based pragmatic search 

method, proved on the notions of biological selection and 

evolution, depending on traditional and social guidelines 

resulted from the study of the swarm intelligence and from the 

interface among particles [15]-[16]. Both PSO and GA show 

variances in an estimation of performance measures such as 

consistency and convergence speed. A different search 

method is defined by combining some of the features such as 

selection-crossover-mutation from GA and velocity update 

from PSO; both the search methods show a gallant 

performance for some applications. But, both the algorithms 

showed similar results because of their natural population-

based intent of parameters. Hence, it is concerned to develop a 

hybrid method to use the competencies and nuttiness of both 

the algorithms. GSO involves a vigorous support of GA and 

PSO since it endorses the incorporation of both the procedures 

for the complete execution. Sometimes, both the methods 

show similar behavior in the selection of the fitness or for 

better information sharing. 

The pictorial representation of integrating PSO with GA 

algorithms is shown in below fig. 1. 

 

Fig 1: Merging of GA and PSO 

The idea of MGSO is instigating with one technique and then 

applying another technique on the obtained results from the 

first technique. The operation of one technique is embedding 

into another technique for example, mutation and crossover 

operators of Genetic Algorithm applied into Particle Swarm 

Optimization. Apply the local search on the obtained results 

from the global search.  Test the entire population by dividing 

into various subpopulations and use algorithms to get more 

interesting results.  In this paper, we focus on hybridization of 

PSO method with other search methods that are local and 

global as well. In the proposed scheme we considered Particle 

Swarm Optimization is the main algorithm, and then merged 

with other technique Genetic Algorithm.  

To optimize the results of the software reliability growth 

model, the assessed parameters of SRGM coupled with the 

Genetic Swarm Optimization algorithm, which enhances the 

estimated parameters like failure recognition rate, fault 

exclusion, and reliability. The following expression represents 

the equation for reliability enhancement for a system x.    

)()()( xLTEFxGSOxMGSO           (14) 

In each iteration, the given population is separated into two 

subpopulations and evolved with two algorithms namely 

Genetic Algorithm and Particle Swarm Optimization. In the 

newly generated population, the obtained results are then 

reunified and again divided subjectively into two fragments in 

the following iteration for the next run of genetic or particle 

swarm algorithms. In a way, the population appraisal 

perception is simply known by assuming that a portion of the 

individuals is replaced by a newly created one using GA, 

whereas the remaining are of the preceding generation but 

then stimulated on the solution space using PSO. The core 

parameter of GSO algorithm is Hybridization Coefficient. 

The general steps involved in MGSO are as shown in below 

fig. 2. 

 

Fig 2: Flow diagram of MGSO 

4. RESULTS AND DISCUSSIONS 
Software Reliability Growth Model is a mathematical 

statistical expression used in software reliability prediction 

[17]. In this paper, we employed a system, which helps in 

selection of SRGM using Modified Genetic Swarm 

Optimization technique. The proposed scheme offers to select 

an appropriate software reliability growth model which can be 

used for testing the reliability of any kind of software 
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application. The selection of the model can be performed by 

estimating reliability parameters and optimizing the obtained  

results. In this work, we have exploited two projects for the 

selection of model. In the following sections, the comparative 

results of various SRGMs using optimization techniques are 

explained for the two projects. The proposed methodology 

implemented using the tools NetBeans and Java platform. The 

acquired results are assessed using MGSO, PSO, and Genetic 

Algorithms to study the performance of the proposed 

methodology.  

The values of the various parameters for the ten NHPP 

SRGMs have been evaluated using the maximum likelihood 

estimation with the incorporation of Logistic testing effort 

function (LTEF). Because of insufficient space we are 

providing some of the parameters which are playing vital role 

in reliability prediction are  the number of failures decreased 

and reliability are estimated at different time intervals are 

provided in Table 1 and Table 2. 

The following table 1 shows the number of failures occurred 

at different time intervals during the testing phase and the 

optimized results using MGSO, GA, and PSO optimization 

techniques. 

Table 1. Decreased failure rate for various optimization 

techniques at different time instants 

Time 

(S) 

# Failures Decreased 

Before 

Optimization 

After 

GA 

After 

PSO 

After 

MGSO 

1 16 13 14 11 

5 25 18 17 17 

10 48 36 37 34 

20 21 16 16 15 

25 32 23 27 22 

Fig 3 shows the comparative results of the number of failures 

decreased using MGSO, GA, and PSO optimization 

techniques at different time intervals. 

Fig 3: Graphical representation of # failures decreased at different time intervals using various optimization techniques

The following Table 2 shows the reliability calculations at 

different time intervals during the testing phase and the 

optimized results using MGSO, GA, and PSO optimization 

techniques. 

Table 2. Comparison of reliability parameter using various optimization techniques at different time instants 

Time (S) Reliability 

Before Optimization After GA After PSO After MGSO 

1 0.136 1.118 0.295 1.038 

5 0.248 0.37 0.332 1.894 

10 0.125 1.153 0.135 1.868 

20 0.108 0.745 0.492 0.897 

25 0.187 0.438 0.285 0.63 

Fig 4 shows the comparative results of Reliability parameter 

using MGSO, GA, and PSO optimization techniques at 

different time intervals.  
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Fig 4:  Comparison of Reliability parameter at different time intervals using various optimization techniques 

4.1 Application Examples 
Example 1: A dataset (DS1) in the experimental evaluation is 

used hospital health care system application. For the hospital 

health care system application, the number of failures 

decreased, cumulative number of failures, mean value 

function, reliability and MLE fitness are measured. The 

proposed system employs Modified GSO as the optimization 

technique and the values that are obtained for different models 

compared. The Table 3 given below shows the best 

performance values of different software reliability growth 

models using three optimization techniques such as Genetic 

algorithm, Particle swarm optimization, Modified genetic 

swarm optimization. From the obtained values we can say that 

Huang logistic model with modified genetic swarm 

optimization technique yields better results than the other 

software reliability growth models. Here, the maximum value 

considered as the best value for the feasible solution.   

Example 2: Second dataset (DS2) is used in the experimental 

evaluation is banking application system. For the banking 

application system, the number of failures decreased, 

cumulative number of failures, mean value function, 

reliability and MLE fitness are measured. The proposed 

system employs Modified GSO as the optimization technique, 

and the values that are obtained for different models 

compared. The Table 4 given below shows the best 

performance values of different software reliability growth 

models using three optimization techniques such as Genetic 

algorithm, Particle swarm optimization, Modified genetic 

swarm optimization. From the obtained values we can say that 

Huang logistic model with modified genetic swarm 

optimization technique yields better results than the other 

software reliability growth models. Here, the maximum value 

considered as the best value for the feasible solution. 

5. CONCLUSION 
In this paper, comparison of various SRGMs and selection of 

software reliability growth model (SRGM) in which Modified 

Genetic Swarm Optimization technique is proposed. The 

various parameters of different software reliability growth 

models have been employed using optimization techniques. 

Also, the proposed optimization technique helps in selection 

of SRGM by calculating the efficiency (fitness) function. 

Once the efficiency is calculated and it is enhanced using the 

optimization technique. The highest efficiency value is the 

best SRGM. Here we have used Modified GSO where genetic 

operators of one technique are incorporated in another 

technique in order to deliver the better selection of models. 

The implementation results have revealed the effectiveness of 

the proposed method of selecting appropriate software 

reliability growth model. The efficiency of the model 

concerning decreased failure rate and optimizing the fitness 

are the major consideration for selecting the appropriate 

model for reliability growth in our proposed method.  
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