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ABSTRACT 

Now a day’s development of multimedia technology, the 

possibilities of utility of large databases is rapidly increasing. 

To handle its management and retrieval CBIR is the best and 

effective method. CBIR technique uses the visual contents 

like as color, shape and texture that are called features, to 

searching, browsing, and navigation of query images for large 

image databases. Color is the visual perceptual property 

corresponding in humans to the categories called red, blue and 

yellow etc. Texture is the image and especially physical 

quality of a surface. Texture is the characteristic structure of 

the interwoven or intertwined outfit, strands or the like that 

make up a textile fabric. In this paper we present utility of 

CBIR system with color and texture features. And we design a 

color filter with the help of extract the red channel, green 

channel and blue channel from the original image. After it we 

find a texture of all channels with the help of statistical 

method. The combination of texture of red channel, green 

channel and blue channel we create a feature vector for all 

images of the database. Experimental results are shows the 

average accuracy, average precision rate and average retrieval 

rate. That is better than other existing method.  
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1. INTRODUCTION 
The image retrieval system works as a classifier to break up 

the images in the image database into two modules, either 

relevant or irrelevant. When results are irrelevant, the 

feedback loop is repeated until the user is satisfied. Relevance 

feedback involves the user to label the similar and dissimilar 

image. An efficient image retrieval technique is used to 

retrieve similar images in various stages. The images firstly 

retrieved on color basis and the resultant retrieved images 

further match with their shape and texture feature 

respectively. Content-based image retrieval (CBIR) is the use 

of computer vision to the image retrieval difficulty that is the 

crisis of searching for digital images in huge databases. 

"Content-based" means that the search will evaluate the actual 

contents of the image. 'Content' word refers colors, shapes, 

textures, or some other information that can be taking from 

the image itself. The CBIR technique is used in various fields 

such as medical, agriculture, security, weather forecasting, 

biological modeling, remote sensing, architecture, web image 

classification, crime prevention, satellite images, 

identification and retrieval, etc.[1][2] 

CBIR consists the two phases first is the indexing phase 

where image information like the color, shape, and texture is 

enumerated into features that are stored in an index data 

structure. Second is the retrieval phase where is searching for 

an image in the CBIR index. Color similarity is obtained by 

computing a color histogram for every image with the purpose 

of identifies the ratio of pixels within an image holding 

specific values. Tentative images based on the colors they 

contain are one of the most commonly used techniques 

because it does not depend on image size or direction. The 

color searches will usually keep comparing color histograms. 

Texture descriptor provides a measure of properties such as 

smoothness, roughness, and regularity. The texture of the 

region is structural, statistical and spectral are three principal 

approaches used in image processing. Shape is the external 

form, contours or outline of someone or something. A shape is 

the form of an object or its external surface as opposed to 

other properties such as color, texture or material 

composition. 

2. LITERATURE SURVEY 
Bugatti et al. (2014) present a novel approach to perform 

similarity queries over medical images, maintaining the 

semantics of a given query posted by the user. And also 

present a highly effective strategy to survey user profiles, 

taking advantage of such labeling to implicitly gather the user 

perceptual similarity. Experiments on medical images show 

that the method is effective and can improve the decision 

making process during analysis. [5] 

Verma et al. (2015) present a new image retrieval technique; 

local extrema co-occurrence patterns (LECoP) using the HSV 

color space. HSV color space is used in this method to utilize 

the color, intensity and brightness of images. Local extrema 

patterns are applied to define the local information of image, 

and gray level co-occurrence matrix is used to obtain the co-

occurrence of LEP map pixels. The presented method is tested 

on five standard databases called Corel, MIT VisTex and 

STex, in which Corel database includes Corel-1k, Corer-5k 

and Corel-10k databases. Also, this algorithm is compared 

with previous proposed methods, and results in terms of 

precision and recall. [6] 

Meng jian et al. (2015) presents a novel interactive image 

retrieval framework using constraints. First, extract the user 

region of interest (ROI) from queries by simple user 

interaction using adaptive constraints-based seed propagation 

(ACSP), and obtain initial retrieval results based on the ROI. 

Then, improve the retrieval results by active learning from the 

user relevance feedback using ACSP. Since ACSP is very 

effective in propagating the user interactive information of 

constraints by employing a kernel learning strategy, it 

successfully learns the correlation between low-level image 

features and high-level semantics from the ROI and relevance 

feedbacks. Experimental results demonstrate that the proposed 

http://en.wikipedia.org/wiki/Color_histogram
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framework remarkably improves the image retrieval 

performance by ACSP-based constraint propagation in terms 

of both effectiveness and efficiency. [7] 

Khemchandani et al. (2015) present Ternary Decision 

Structure based multi-category twin support vector machines 

(TDS-TWSVM) classifier. Twin support vector machines 

(TWSVM) formulation deals with finding non-parallel plane 

classifier which is obtained by solving two related Quadratic 

Programming Problems (QPPs). The proposed TDS-TWSVM 

classifier is an extension of TWSVM so as to handle multi-

class data and is more efficient in terms of training and testing 

time of classifiers. The experimental results depict that TDS-

TWSVM outperforms One-Against-All TWSVM (OAA-

TWSVM) and binary tree-based TWSVM (TB-TWSVM) in 

terms of classification accuracy. [8] 

Bhaskar reddy et al. (2014) integrates the concept of 

directional local extremas and their magnitude based patterns 

for content based image indexing and retrieval. The standard 

directional local extrama pattern (DLEP) extracts the 

directional edge information based on local extrema in 0°, 

45°, 90°, and 135° directions in an image. However, they are 

not considering the magnitudes of local extremas. The 

proposed method integrates these two concepts for better 

retrieval performance. The performance of the proposed 

method is compared with DLEP, local binary patterns (LBPs), 

block-based LBP (BLK_LBP), center-symmetric local binary 

pattern (CS-LBP), local edge patterns for segmentation 

(LEPSEG) and local edge patterns for image retrieval 

(LEPINV) methods by conducting two experiments on 

benchmark databases, viz. Corel-5K and Corel-10K 

databases. The results after being investigated show a 

significant improvement in terms of their evaluation measures 

as compared to other existing methods on respective 

databases. [9] 

Yasmin et al. (2014) present in our paper, images are 

decomposed in equal squares of minimum 24 × 16 size and 

then edge detection is applied to those decomposed parts. 

Pixels classification is done on the basis of edge pixels and 

inner pixels. Features are selected from edge pixels for 

populating the database. Moreover, color differences are used 

to cluster same color retrieved results. Precision and recall 

rates have been used as quantification measures. It can be 

seen from the results that proposed method shows a very good 

balance of precision and recall in minimum retrieval time, 

achieved results are comprised of 66%-100% rate for 

precision and 68%-80% for recall. [10] 

Zarchi et al. (2014) proposed A semantic model for general 

purpose content-based image retrieval systems. This model is 

used to overcome semantic gap in CBIR. In this model an 

interactive image segmentation algorithm is carried out on the 

query image to extract the user-interested regions. To 

recognize the image objects from regions, a neural network 

classifier is used in this model. The ant colony optimization 

algorithm is employed to eliminate irrelevant and redundant 

features. To find the most similar images to the query image, 

the similarity between images is measured based on their 

semantic objects which are defined according to a predefined 

ontology. [11] 

Raghuwanshi et al. (2016) proposed Texture image retrieval 

using adaptive tetrolet transforms. Tetrolets provide fine 

texture information due to its different way of analysis. 

Tetrominoes are applied at each decomposition level of an 

image and best combination of tetrominoes is selected, which 

better shows the geometry of an image at each level. All three 

high pass components of the decomposed image at each level 

are used as input values for feature extraction. A feature 

vector is created by taking standard deviation in combination 

with energy at each subband. Retrieval performance in terms 

of accuracy is tested on group of texture images taken from 

benchmark databases: Brodatz and VisTex. Experimental 

results indicate that the proposed method achieves 78.80% 

retrieval accuracy on group of texture images D1 (taken from 

Brodatz), 84.41% on group D2 (taken from VisTex) and 

77.41% on rotated texture image group D3 (rotated images 

from Brodatz). [12] 

Vipparthi et al. (2015) proposed Dual directional multi-motif 

XOR patterns: A new feature descriptor for image indexing 

and retrieval. This method is entirely different from the 

existing motif representation. The performance of the 

proposed method is tested by conducting two experiments on 

Corel-5000 and Corel-10,000 databases. Experimental results 

demonstrate that it is much more efficient in terms of average 

retrieval precision (ARP) and average retrieval rate (ARR). 

[13] 

Yang et al. (2015) analyze the rotation, scaling, and 

translation (RST) invariant property of EMs, and propose a 

content-based image retrieval approach using invariant EMs. 

Experimental results show that the EMs can be used as an 

effective descriptor of global image content, and the proposed 

retrieval approach yields higher retrieval accuracy than some 

current state-of-the-art retrieval methods. [14] 

3. PROPOSED METHODOLOGY 
Algorithm: 

Input: Query Image Output: Retrieve similar images. 

Step 1: Load query image. 

Step 2: Perform the preprocessing on the query image. 

Step 3: Apply the proposed color filter on query image to 

extract the red channel, green channel and blue channel. 

Step 4: After extracting the channel we convert these channels 

into gray level images and perform the texture analysis on 

each channel with the help of statistical approach. 

Step 5: Now we combining the texture properties of all 

channel and obtain a feature vector. 

Step 6: We apply distance measure to compare the query 

image with the database images. The feature vector of all the 

images are also computed in the same manner and stored in 

the feature database. 

Step 7: Retrieve the database images having best matches 

with the query image. 

Step 8: Perform the majority voting to find the category of 

which maximum number of images are retrieved. 

Step 9: Assign the type of category to the query image. 

The figure 3.1 is show the working of proposed method CBIR 

using color and texture features.  

4. FEATURE VECTOR PREPARATION  
Images to be stored in database are taken one by one and their 

color and texture features are calculated. For each image color 

feature is extracted using analysis of the pixels. After then on 

the basis of pixels we get the red channel, green channel and 

blue channel of the image. To get the texture information, we 

apply statistical texture approach on the each channel on the 
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basis of average gray level, average contrast, smoothness, 

third moment, uniformity, and entropy. 

All channels of the texture feature vectors are combined in to 

form a single feature vector which is indexed in the database 

using primary key as index. 

The calculated feature vector is stored in the relational 

database table using primary key as sequential counter (see 

Table. No.4.1), the initial value of the counter is set as 1. The 

value of counter is increased by one automatically, when an 

image feature vector is stored into the database. The name of 

images in the database are unique i.e. no two images in the 

database can have the same name. 

 

Fig. 3.1: Proposed method CBIR using color and texture features. 

Table No. 4.1: Structure of feature vector 
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5. DISTANCE MEASURE 
Distance measures are used for comparing the similarity of 

two images. There are different kinds of similarity 

measurements like Euclidean distance, histogram intersection, 

Bhattacharya distance and Mahalanobis distance for CBIR 

applications.  

5.1 Euclidean Distance 

Let 𝐹𝑄 𝑖  be the feature vector of query image and 𝐹𝐷𝐵[𝑖] 

be the feature vector of database image and The Euclidean 

distance between the query image and the target image is 

given by equation.  

   D   =     𝐹𝑄 𝑖 − 𝐹𝐷𝐵[𝑖] 
2

 

In Euclidean distance, the least value of distance measure 

indicates the similarity. [4] 

6. SIMILARITY MEASURE 

6.1 Wavelet Decomposed Color Histogram 

(WDH) 
This wavelet transform identifies the core pixels of the image 

that make up the image at different levels. Each level gets the 

wavelet and the image gets on condensing to get the actual 

pixels of the image out. Perform Simple wavelet 

decomposition [15], [16] on the image and now consider each 

pass as a vector value. This brings the wavelet vector. 

Feature Extraction using Wavelet Decomposition: 

 Convert all data base images into gray images. 

 Decompose each image in the Multi wavelet 

domain. 

 Compute the standard deviation on each sub band of 

the Multi Wavelet decomposed image. 

 Each sub band standard deviation forms a resulting 

feature vector. 

 Store this feature vector in database its act like one 

of the feature.  

6.2 Color coherence vector (CCV)  
Color coherence vector is proposed by Pass et al. (1997) to 

compare the images with the help of the density of the color. 

Color coherence vector first quantize the RGB color channel 

to reduce the size of the resulting descriptor and to avoid the 

differences caused by small changes between surrounding 

pixels. After quantization the method computes the connected 

components and classifies these connected components either 

coherent or incoherent. A connected component having a 

particular color is coherent if its pixels are the member of 

some sizable contiguous region of that color and these pixels 

are classifies as coherent pixels. Two color histogram of 32- 

bins for coherent and incoherent pixels are computed to 

characterize the image pixels and finally concatenated to 

produce the single feature descriptor of 64 – dimensions.[4] 

7. PERFORMANCE EVALUATION  
The performance of retrieval of the system can be measured in 

terms of its recall and precision. Recall measures the ability of 

the system to retrieve all the models that are relevant, while 

precision measures the ability of the system to retrieve only 

the models that are relevant. They are defined as: 

Precision = No. of relevant images retrieved / Total no. of 

images retrieved. 

Recall = No. of relevant image retrieved / Total no. of 

relevant images in the database.  

The average accuracy is defined as follow: 

Average accuracy = 
1

𝑛  
  𝑎(𝑋𝑖)𝑛

𝑖=1  

Where n is the total number of images in the dataset and 

𝑎(𝑋𝑖) is the accuracy for test images (Xi) and defined as 

                           100, if Xi is classified correctly 

𝑎(𝑋𝑖) =   0, else 

 

8. EXPERIMENTAL RESULTS 
This section provides the experimental evaluation of present 

method. A computer system having Pentium IV, 2.8 GHz 

processor and 2 GB RAM is used for conducting experiments. 

This system has been implemented in MATLAB. 

The performance of the proposed image retrieval system is 

tested using Corel database downloaded from 

http://wang.ist.psu.edu/docs/related/. The Corel image dataset 

contains 1000 images having 100 images of 10 categories, 

which include African people, Beaches, Building, Buses, 

Dinosaurs, Elephant, Flower, Horses, Mountains, Foods, 

respectively. Example images from each of these categories 

are shown in figure 8.1. Our experiments are performing on 

the dataset of 500 images that are taken from the corel-1000 

images dataset. Experimental results show the average recall 

rate, average precision rate and average accuracy. All the 

results shown in fig 8.2 to 8.4. 

 

Fig. 8.1: Sample images from each category of the dataset. 

 

Fig. 8.2: Average accuracy of each class of images. 
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The figure 8.2 show the average accuracy for each class of the 

dataset and compare the proposed method with the WDH and 

CCV similarity measures. That provides the better results at 

each categories of the dataset. 

 

Fig. 8.3: Average recall rate of each class of images. 

The figure 8.3 show the average recall for each class of the 

dataset and compare the proposed method with the WDH and 

CCV similarity measures. That provides the better results at 

each categories of the dataset. 

 

Fig. 8.4: Average precision rate of each class of images. 

The figure 8.4 show the average precision for each class of the 

dataset and compare the proposed method with the WDH and 

CCV similarity measures. That provides the better results at 

each categories of the dataset. 

9. CONCLUSION  
In this paper we show the advantages of CBIR system. And 

we design a color filter with the help of it we extract the red 

channel, green channel and blue channel from the original 

image. After it we find a texture of all channels with the help 

of statistical method. The combination of texture of red 

channel, green channel and blue channel we create a feature 

vector for all images of the database. This proposed method is 

performed on the Corel dataset. Experimental results are 

shows the average accuracy, average precision rate and 

average recall rate. That is better than other existing methods 

like WDH (wavelet decomposed color histogram) and CCV 

(color coherence vector). In our proposed method we extract 

the color and texture features of the original image but if we 

extract the shape feature of the image after extraction of the 

color channel like red channel, green channel and blue 

channel. After then we perform the texture analysis and obtain 

the feature vector of color, shape and texture then we get the 

better results from the current results. And we can perform 

this method on the different and large datasets. 
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