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ABSTRACT 
Salient region detection refers to extracting important 

information from image while negotiating the remaining 

things. It can be used in many fields such as for compression 

of image by blurring unwanted part of image, classification of 

image, segmentation of object, recognition of object and many 

more. In this work, two different visual cues are combined 

together to overcome disadvantages of separate methods. In 

this method first image is segmented using segmentation 

algorithm and segmented image is given as input to two 

different visual cues that are compactness and local contrast 

and then both the maps are evaluated and combined together 

to obtain final saliency map. 
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1. INTRODUCTION 
Visual Saliency is the quality which separates out image pixel, 

object or person in the image from the rest part of image 

which attracts attention of human. Generally in the image 

human’s vision fixes on different points, that fixation depends 

different features of image such as color contrast, 

compactness of the image pixels, spread of background in the 

image as well as center of the image. Saliency region 

detection[1] is the technique which uses these different visual 

cues to highlight image features like shape, texture and 

boundary of the image.  

Saliency region detection methods mainly fall into two 

categories stimulus driven and task driven and are also called 

as bottom-up [2-4] method and top-down[5] method 

respectively. In top-down method trained objects are used to 

identify salient object and in case of bottom-up approach 

different visual cues are considered such as compactness, 

local contrast, global contrast, uniqueness as well as 

background of the image to identify salient object.  

These different methods had certain advantages and 

disadvantages when they are implemented individually such 

as in case of contrast based methods only color contrast of the 

image is taken into consideration for identifying salient object 

but this method fails when color of the background and 

foreground is similar to each other. In case of compactness 

based methods spatial variance of the pixels are considered to 

define salient object that is generally pixels having less spatial 

variance are the part of salient object and remaining pixels 

will define background. But, for the image in which salient 

object have large spread this method fails. Background based 

methods emphasis more on background instead of foreground 

to detect salient object. But when these methods are combined 

together then it provides better result than the individual 

methods. Thus in this work local contrast and compactness 

methods are combined together to form final saliency map. 

2. LITERATURE SURVEY 
Achanta et al.[6] provided local contrast based model to 

determine salient object by using color and luminance features 

of the image. In this method saliency region is calculated by 

comparing local contrast of the pixels with its surrounding 

pixels at different intensity levels. It calculates distance 

between average feature vector of inner region of image and 

outer region of image at different scales. Maps created for 

color and luminance in this method considers one vector value 

for all these maps. And in this method both original and 

generated maps have same resolution but as in case of contrast 

focus will be only on color so this method fails when 

foreground and background have similar colors. 

Goferman et al.[7] provides global contrast based context 

aware saliency detection model in which it considers four 

principles to detect salient region and those principles are 

local features such as color as well as contrast, global features 

that deviates from the redundant features, visual features and 

lastly high level knowledge like human faces using face 

detection algorithm. So, in this method as features are 

combined together with the context of objects so it provides 

proper results. But it works well only for the objects whose 

context is given. 

Perrazi et al.[8] introduce compactness based model in which 

it calculates element uniqueness and distribution and 

combines these features for saliency detection. In this method 

input image is abstracted and divided into number of 

superpixels using segmentation algorithm and then uniqueness 

of the object can be found by finding infrequent object which 

stands out from surrounding objects or superpixels and 

distribution of elements can be highlighted by considering 

compactness of the superpixels from the surrounding region 

generally it has been observed that background have more 

spread over image than foreground. But this method fails 

when foreground have more spread over image compared to 

background. 

Li Zhou et al.[9] proposed a background based model with 

manifold ranking in which instead of focusing more on 

foreground it focuses on background. In this method 

background is divided into four regions top, bottom, left and 

right and then distance between the pixels are calculated. This 

method considers the fact that distance between background 

pixel and more similar background region will be less than 

distance between background and foreground region. But for 

more complicated images this method fails.  

3. PROPOSED SYSTEM 
In proposed system two methods compactness and local 

contrast are combined together to overcome disadvantages of 
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individual one. So proposed system contains mainly five 

stages: 

1. Image Segmentation  

2. Generation of compactness based saliency map 

3. Generation of local contrast based saliency map 

4. Evaluation of saliency values of both saliency maps 

5. Final Integration  

 

Fig 1: Proposed System Architecture 

1. Image Segmentation 

In this step, original image is segmented into number of 

superpixels by using segmentation algorithm.  

Algorithm: Image Segmentation 

1:  Divide image into no of blocks as per threshold 

2:  for each block b in I  

3:  set bi= cluster_center 

4:  set lowest gradient pixel= 𝑏𝑖  

5:  compare ( 𝑏𝑖  , x) 

6:  for each pixel x in b 

7:  if (|x-bi| < colorthreshold) && (x!=visited) then 

8:  cur_superpixel= cur_superpixel + 𝑠𝑖  
9:  set x= visited 

10: end if 

11: end for 

12: end for 

13:  foreach pixel x in I 

14: if (x != visited) then 

15: set new_cluster = bi 

16: set x= visited 

17: end if 

18: break 

19: end for 

20: if(x == visited) for each pixel i then 

21: continue 

22: end for 

23: else 

24: goto step 6 

25: Display segmented image 

 

2. Generation of compactness based saliency map 

Salient map of compactness is obtained by calculating 

distribution variance. Generally it is observed that human 

focuses at the center of image as well as foreground of the 

image have more compact distribution of pixels while at the 

background pixels have more spread. So considering these 

two facts distribution variance can be calculated by using 

following formula 

dv(p)= 
 𝑚𝑝𝑞  𝑁

𝑞=1 .  𝑠𝑞    ‖ 𝑐𝑞− 𝑖 ‖

 𝑚𝑝𝑞  𝑁
𝑞=1 .  𝑠𝑞    

                                          (1) 

Here, 𝑚𝑝𝑞 = Value of similarity between superpixels p and q. 

𝑠𝑞    = Total number of pixels in superpixel. 

𝑐𝑞= Centroid of superpixel. 

i = Center of the image. 

Distance variance for all superpixels gives saliency map of 

compactness 𝑀𝑐𝑜𝑚 . 

3. Generation of local contrast based saliency map 

In this step color contrast is obtained by calculating color 

contrast variance between neighboring superpixels and salient 

object is identified by considering fact that generally salient 

object had less variance of color contrast so all the superpixels 

having less variance are combined together to obtain saliency 

map of local contrast. Color variance for superpixels can be 

calculated as 

cv(p)= 
 𝑣𝑝𝑞  𝑁
𝑞=1 .  𝑠𝑞    ‖ 𝑐𝑞− 𝜇𝑡  ‖

 𝑣𝑝𝑞  𝑁
𝑞=1 .  𝑠𝑞    

                                         (2) 

Here, 𝑣𝑝𝑞 = Value of similarity between superpixels p and q. 

𝑠𝑞    = Total number of pixels in superpixel. 

𝑐𝑞= Centroid of superpixel. 

μt = Centroid of 𝑀𝑐𝑜𝑚 . 

Color contrast variance is calculated patch wise for each 

superpixel and saliency map 𝑀𝑙𝑐𝑜𝑛𝑡  for local contrast is 

obtained.  

4. Evaluation of saliency values of both saliency maps 

After obtaining saliency maps of compactness and local 

contrast evaluation of their saliency values will be performed 

to get sharp edges which perfectly identifies salient object 

from the given input image. 

Algorithm: Evaluation of map 

 

Input: 𝑀𝑐𝑜𝑚 ,𝑀𝑙𝑐𝑜𝑛𝑡  

Output: Saliency map  

1: for each pixel i in superpixel 

2: if (𝑀𝑐𝑜𝑚 (𝑖) != 𝑀𝑙𝑐𝑜𝑛𝑡 (𝑖)) then 

3: salient= Evaluate (𝑀𝑐𝑜𝑚  𝑖 , 𝑀𝑙𝑐𝑜𝑛𝑡 (𝑖)) 

4: else 

5: salient (i) = 𝑀𝑐𝑜𝑚 (𝑖) 

6: end for 

7: Function Evaluate (𝑀𝑐𝑜𝑚 , 𝑀𝑙𝑐𝑜𝑛𝑡 ) 

8: int difference= | 𝑀𝑐𝑜𝑚  - 𝑀𝑙𝑐𝑜𝑛𝑡  | 
9: if ( difference > threshold) then 

10: return difference 

11: else 

12: return 𝑀𝑙𝑐𝑜𝑛𝑡  
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5. Final Integration 

After performing evaluation of these values which will 

improve sharpness of salient object both the maps are 

combined together to get final saliency map. 

Final Saliency map =   𝑀𝑙𝑐𝑜𝑛𝑡  + 𝑀𝑐𝑜𝑚          

4. RESULT & ANALYSIS 
A. Dataset 

Two datasets CSSD and ECSSD[10] are used to perform 

evaluation of results which contain near about 1000 images. 

B. Evaluation metric 

Correctness of salient region detection is performed by 

calculating precision and recall and comparing its results with 

the ground truth which is provided in dataset.  

Precision: It is nothing but percentage of salient pixels that are 

correctly assigned to salient object with respect to ground 

truth mask that is ratio of true positive to true positive plus 

false positive. 

Recall: It is percentage of salient pixels that are incorrectly 

assigned that is ratio of true positive to true positive plus false 

negative. 

 

Fig 2: Saliency maps. (a) Original images. (b) Saliency 

map of compactness. (c) Saliency map of local contrast. (d) 

Final integrated result 

Precision recall curve for comparing existing and proposed 

system can be given as follows 

 

Fig 3: Precision Recall curve 

5. CONCLUSION & FUTURE SCOPE 
In proposed system bottom up approach has been followed in 

which two important cues compactness and local contrast are 

combined together. In this method image is segmented into 

fixed sized patches and two different cues are combined 

together in which compactness identifies salient object and 

region that are suppressed by compactness will be highlighted 

by local contrast and finally evaluation on values obtained by 

these two methods will sharpen the edges of salient object so 

even in the case, when color of foreground and background is 

same proposed system performs better.  

In future, context aware saliency can be used to predict salient 

object as well as some more features of image such as shape 

of object can be used to obtain more accurate results. 
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