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ABSTRACT 

Feature Selection is a pre-processing step in knowledge 

discovery from data (KDD) which aims at retrieving relevant 

data from the database beforehand.  It imparts quality to the 

results of data mining tasks by selecting optimal feature set 

from larger set of features. Various feature selection 

techniques have been proposed in past which, unfortunately, 

suffer from unavoidable problems such as high computational 

cost and getting stuck into the local optima. Evolutionary 

algorithms such as Particle Swarm Optimization (PSO) 

possess immense abilities to explore a large search space and 

rarely fall into local optima thus making them a nice choice 

for feature selection. In this paper, we have explored pros and 

cons of traditional and PSO based feature selection techniques 

and suggested some effective changes in existing approaches. 
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1. INTRODUCTION 
Classification is an important task of data mining in which a 

model is constructed from training set and this model is used 

to classify unseen data. Typically, a real world dataset 

comprising of irrelevant and redundant features create 

problem in classification and make classification a really 

challenging task [1], [2]. Feature Selection is capable of 

tackling this challenge by selecting relevant features and 

improving the accuracy of classification and other data mining 

tasks. Feature Selection is a necessary preprocessing 

technique in data that eliminates irrelevant, redundant and 

noisy data [3]. Due to easy availability of hardware, there is 

tremendous increase in amount of data and it is not easy to 

extract valuable information from such a huge data and hence 

the need of feature selection [4]. Feature selection is a five 

step process namely: (i) Initialization (ii) Subset discovery 

(iii) Subset evaluation (iv) Stopping Criteria and (v) 

Validation of result [5], [6]. First step is initialization of 

Feature Selection process with all features. Second step 

involves subset discovery that employs several search 

strategies like complete, sequential, random and heuristic 

search methods to generate candidate feature subsets. Third 

step is subset evaluation, which uses evaluation function to 

select better subset. Fourth step is stopping criteria, which is 

based on either generation procedure or selection of necessary 

features. Last step is validation of result in which different 

tests are carried out to validate the selected subsets. Feature 

Selection is a difficult task due to large search space and 

interaction among features [5], [7], [8]. A dataset with N 

features will have 2N subsets. For large value of N, exhaustive 

search is impractical. Thus we have Wrapper, Filter and 

Embedded methods-three broad categories of Feature 

Selection as opposed to Brute Force method [5], [9], [10]. 

Wrapper Method applies learning algorithm while Filter 

method uses different measures like information distance to 

select relevant subset. Embedded Approach combines the 

advantages of both wrapper and filter Approach. These 

traditional Feature Selection Methods, however, suffer from 

various problems such as high computational cost and getting 

stuck into the local optima. Therefore, global search 

techniques are required to do feature selection. Evolutionary 

computation techniques are well known for their global search 

ability and have been successfully applied for feature 

selection [11], [12], [13]. In comparison to other evolutionary 

algorithms, PSO is computationally less expensive and 

converge more quickly [12], [14]. It has offered promising 

solutions to feature selection problem [15], [16], [17].  

Rest of the paper is organized as follows: In section 2 we have 

explored working of PSO and different variants of it. In 

Section 3 we have described feature selection and different 

techniques used for it. In Section 4 we have explored different 

PSO algorithms, used for feature selection. Section 5 

discusses future scope and suggests possible modifications in 

existing approaches. Finally Section 6 concludes the paper. 

2. PARTICLE SWARM 

OPTIMIZATION 
Particle Swarm optimization is a nature inspired and a meta-

heuristic technique that simulates the behavior of bird’s 

flocking, proposed by Kennedy and Eberhart in year 1995 

[18]. PSO algorithm uses a population of randomly generated 

particles having associated velocity and position, where each 

particle corresponds to randomly generated solution[19].PSO 

searches for optimal solution by iteratively changing the 

velocity and position based on flying experience of own 

particle and of group toward gbest and pbest location in 

successive iteration. gbest corresponds to best fitness value of 

population that any particle has achieved while pbest 

corresponds to best fitness value of particle that it has 

achieved so far. Velocity and Position of particle is changed 

as per equations (i) & (ii) respectively: 
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Equation (i) has three parts: 1) Momentum, 2) Cognitive and 

3) Social [20]. Momentum part states that velocity of a particle 

can’t be changed quickly. Each particle updates their velocity 

based on its previous velocity, and distance of current position 

from gbest and pbest location. Cognitive part, c1 describes 

particle’s learning from its own flying experience while Social 

part, c2 represents particle’s learning from flying experience 

of group. Stopping criteria of this algorithm is either good 

fitness value or maximum number of iterations. At the end, 

optimal or near optimal solution is obtained. Particle’s 

velocity is limited to maximum velocity, Vmax on each 

dimension. Low Vmax value causes solution to get trapped in 

local optima where as high Vmax value cause particle to fly 

past good solution. As Vmax constraints the exploration of 
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PSO, a modification to above algorithm was suggested by Y. 

Shi et al. [21] to overcome this problem. A new parameter 

called inertia weight (w), was added to the original PSO 

algorithm to balance global and local search. 
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Larger and smaller value of w corresponds to global and local 

search respectively. Suitable value of w ensures balance 

between global and local exploration and exploitation. Next 

development came in the form of constriction factor (K) 

which ensures convergence of PSO algorithm [20]. With the 

introduction of constriction factor, updated equation becomes: 
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Under the condition that value of inertia weight, w in equation 

(iii) set equal to K and values of c1 and c2 following 

condition (vii), then equation (v) and (iii) become 

mathematically equivalent which can be considered as a 

special case of PSO algorithm with inertia weight. PSO was 

initially designed to solve real value problem and further, 

extended to Discrete/binary space to solve discrete problem 

where velocity was squashed using logistic function [20], 

[22]. Also, other different PSO variants like Bare Bone PSO 

[23], Boolean BPSO [32], were proposed to solve the discrete 

problem.  Sousa et al. [24] used both binary and continuous 

representation of (PSO) for classification. Three PSO variants 

namely Discrete Particle Swarm Optimizer (DPSO), Linear 

Decreasing Weight Particle Swarm Optimizer (LDWPSO) 

and Constricted Particle Swarm Optimizer (CPSO) have been 

compared with Genetic Algorithm (GA) and Tree Induction 

Algorithm (J48). Experimental results demonstrate that PSO 

is competitive with tree induction as well as other 

evolutionary algorithms. 

3. FEATURE SELECTION  
A number of Feature Selection methods have been used in 

past and these methods can be broadly categorized as: filter 

approach, wrapper approach and embedded approach. Filter 

Methods avoid using classification algorithm and also do not 

consider the effect of interaction among features [25], [38]. 

As opposed to filter approach, Wrapper approach uses 

learning algorithm to select feature subset and often achieves 

better result than filter approach [14]. Third, Embedded 

methods do feature selection by taking advantages of both 

wrapper and filter methods [26]. It considers feature selection 

as a part of classifier. 

3.1 Wrapper Approach 
Wrapper approach employs learning algorithm as a part of 

evaluation function and uses classifier accuracy as fitness 

measure [6], [8]. Most of Wrapper Algorithms are categorized 

as: Exact methods, Greedy Sequential Subset Selection 

method, Partitioning methods, Mathematical Programming 

Methods and Meta-heuristic methods [27]. Commonly used 

greedy methods are Sequential Forward Selection (SFS) and 

Sequential Backward Selection (SBS) which perform feature 

subset selection sequentially [26], [27]. However, these two 

algorithms completely differ in their working. SFS starts with 

empty set of features and candidate features are sequentially 

added while SBS starts with all the possible features and 

candidate features are sequentially removed until there is no 

further improvement in classification performance. However, 

these algorithms suffer from nesting effect meaning that 

addition or removal of a feature cannot be undone. To 

overcome the nesting effect, combination of SFS and SBS, 

called Plus-l-take-away-r method is used [3]. This method 

integrates the features of both SFS and SBS by following r 

step of SBS to the l steps of SFS. However, selection of 

suitable values of l and r is also problematic since l and r are 

user-defined parameters. Floating search methods are the 

other possible solutions to the nesting problem [3], [27]. 

Sequential Forward Floating Selection (SFFS) and Sequential 

Backward Floating Selection (SBFS) are two such methods 

which resemble Plus-l-take-away-r method with dynamic 

control. They are capable of selecting or removing the 

features at different stages of feature selection procedure until 

desired numbers of features are obtained. However, these 

sequential floating techniques suffer from the problem of 

getting stuck in local optima. 

3.2 Filter  
Filter approach is independent of any learning algorithm. 

They provide a general view of feature space. Moreover, 

computational cost of filter approach is less as compared to 

wrapper approach. It uses several different measures like 

distance, information and dependency to select features [21], 

[23].These evaluation measures are described as follow: 

3.2.1 Distance Measures 
This measure is based on separability of instances. Feature A 

is preferred than another feature B if A generate a greater 

difference among two–class conditional probabilities than B. 

A and B are indistinguishable if the difference is zero [26]. 

3.2.2. Information Measures 
This measure uses information gain to select features. The 

information gain from a feature X is defined as the difference 

between the prior uncertainty and expected posterior 

uncertainty using X [26]. Feature with more information gain 

value is preferred than low information gain value. 

3.2.3. Dependence Measures 
This measure uses correlation of feature with class to select 

the features. A feature having highest correlation with class is 

preferred. 

 Relief is a filter approach based algorithm which uses feature 

relevance property to rank the features and a threshold to 

select feature subset [9], [26]. However, the selection of 

threshold value is a disadvantage of this algorithm. It 

considers only relevant features rather than redundant 

features. Another filter algorithm, FOCUS starts with all 

features and uses exhaustive approach to get optimal subset 

[28]. Being an exhaustive method, it suffers from high 

computational cost. 
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3.3 Embedded Approach 
Embedded Approach combines the advantages of both 

wrapper and filter Approach [9]. Feature selection module is 

embedded inside the classifier and hence the name. Three 

different kinds of embedded methods are: (a) Pruning 

Methods (b) Models with build-in mechanism (c) 

Regularization models. Pruning Method initially trains a 

model by using all features and then removes features by 

setting value of their coefficient to 0. It uses SVM as 

classifier. Build in mechanism based embedded method uses 

ID3 and C4.5 as classifier.  Third, Regularization Method has 

objective of minimizing fitting error and keeping coefficient 

values small.  Features with coefficient value 0 are removed. 

This method performs better than the rest two. 

4. FEATURE SELECTION USING PSO  
The traditional feature selection techniques rarely provide 

satisfactory results for large dataset. By using them we obtain 

either optimal or computationally effective feature subset but 

not the both. Many evolutionary search techniques like GA, 

PSO etc. have been used in past for Feature Selection due to 

their global search ability. Few of the works discussing 

feature selection using PSO have been appraised in this 

subsection. Wang et al. [28] proposed feature selection 

method based on PSO and rough set theory as imprecision, 

uncertainty can be easily tackled by rough set theory. 

Experimental results show that PSO is a good choice for 

rough set based feature selection. But drawback of using 

standard rough set theory is that it consumes most of the 

running time. Therefore, probabilistic rough set theory with 

binary PSO (BPSO) has been used by Liam et al. to select 

optimal feature subset [29]. Two algorithms namely PSOPRS, 

PSOPRSN were introduced based on filter approach. PSOPRS 

uses probabilistic rough set theory in fitness function whereas 

PSOPRSN adds number of attributes in fitness function to get 

similar classification performance by reducing the number of 

attributes. The proposed algorithm performs better than 

PSORS which is based on BPSO and original rough set theory 

and two traditional dimension reduction algorithms (cfsF, 

cfsB). Two new algorithms (BPSO-P, BPSO-G) are 

developed by same author on the basis of BPSO and 

information theory to find optimal feature subset [30]. Fitness 

function in these algorithms considers both relevance and 

redundancy to select best feature subset. BPSO-P uses mutual 

information of pair of features as a measure while BPSO-G 

uses entropy of group of features to select feature subset. 

Experiment results show that both algorithms achieve better 

classification accuracy provided they use suitable weight. 

However, this algorithm has not been compared with other 

algorithms. BPSO can easily get stuck in local optimum 

solution after several generations. Therefore, several strategies 

have been adopted to improve the performance of BPSO.  

Chuang et al. [31] proposed an approach which is based on 

resetting value of the parameter gbest, if its value remains 

unchanged after several iterations. To evaluate particle’s 

fitness value, KNN method along with LOOCV has been used 

using gene expression data. Experimental results illustrate that 

modified approach results in better classification accuracy. 

Yang et al. [32] proposed use of Boolean operator to reset the 

gbest parameter. If the gbest fitness remains identical after 

three successive generations then Boolean function is used to 

replace old gbest with new gbest fitness value. Proposed 

modifications lead to better results as compared to GA and 

original BPSO. Chuang et al. [33] embedded chaotic map 

with BPSO (CBPSO) which adjusts the inertia weight in order 

to prevent BPSO from getting stuck in local optima. Chuang 

et al. [34] introduced Catfish effect to enhance the 

performance of BPSO. Those Particles having worst fitness in 

a number of consecutive iterations are replaced by new 

particles. Catfish-BPSO simplifies process of Feature 

selection and outperforms BPSO and deterministic 

algorithms. PSO has also been used in classification problems 

having one dimensional search space.  Wang et al. [35] 

proposed real valued PSO for problems having one 

dimensional search space. Real valued PSO is used rather than 

BPSO because BPSO has demerit of getting trapped in local 

optima. An optimal feature subset is expected from real 

valued PSO because one dimensional search space is 

relatively less complicated. Multi-swarm PSO (MSPSO), 

proposed by Liu et al. [36], uses support vector with F-

measure to get optimal feature subset. MSPSO is very 

effective in the sense that it outperforms other competing 

algorithms like standard PSO, grid search and genetic 

algorithm (GA).  However MSPSO is computationally costlier 

because of complicated communication rules that it uses. 

Sahu et al. [37] associated clustering method with feature 

selection to make the selection process more effective. In such 

an approach, clustering of dataset is performed to obtain a 

feature subset which is later used as an input to an existing 

PSO algorithm to further refine the selection.  Xue et al. [38] 

used PSO first time for multi-objective feature selection 

problem. Continuous PSO is opted for feature selection rather 

than binary PSO because in BPSO, particle’s position is 

changed according to velocity. However, Standard PSO 

considers both velocity and current position when changes are 

made to particle’s position. In this paper, two new methods 

NSPSOFS, CMDPSOFS are proposed for feature selection 

based on multi-objective PSO. NSPSOFS uses the concept of 

non-dominated sorting [39] and CMDPSOFS uses the concept 

of crowding, mutation and dominance [40] to find non-

dominated solutions to get optimal feature subset.  

Experimental results show that. NSPSOFS produces similar or 

sometimes worse results as compared to evolutionary 

algorithms. However, CMDPSOFS outperforms all other 

method on classification performance. 

Table 1: List of Appraised Paper 

Feature 

Selection 

Approach 

PSO 

Variant 
Paper Appraised 

 

Wrapper 

Approach 

Continuous 

PSO 
[1],[12],[13],[14],[15], [17] 

Binary PSO 
[7],[8],[16],[22],[23],[27],[31

],[32],[33],[34],[35] 

 

Filter 

Approach 

Continuous 

PSO 
[10] 

Binary PSO [28],[29],[30],[37] 
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Table 2: Brief Summary of Appraised Papers 

PSO Variants 

 

Proposed 

Algorithm 

Approach used Comparison with 
Experiment 

Results 

Continuous PSO PSO+SVM [1] 
PSO+ SVM, 

ten-fold cross validation 
GA+SVM 

High classification 

Accuracy rate, 

more appropriate 

parameter and 

subset 

Binary PSO 
PSOMP, 

PSOTFS [7] 

PSO+ statistical clustering, KNN 

classifier with k=5 

GFFS(Greedy forward feature 

selection algorithm) 

Better 

classification 

performance, avoid 

premature 

convergence 

Guassian PSO GPSO [8] 
Guassian distribution +BPSO+ 

Statistical clustering 

LFS (Linear forward 

selection),GSBS (greedy stepwise 

backward selection),PSOFS 

(Standard PSO based feature 

selection) 

Better 

classification 

performance in 

term of number of 

features and 

classification 

accuracy 

Continuous PSO SCTSOFS [12] 
PSO+ Size controlled approach, 

KNN with k=1 

PSOFS (Standard PSO based 

feature selection), SFS 

(Sequential Forward Selection), 

SBS (Sequential Backward 

Selection) 

Less 

Computational 

Cost,  better 

classification 

performance 

Continuous PSO PSO+SVM [13] 

PSO+SVM, PSO for 

optimization purpose, SVM for 

verification 

GA+SVM, Comparison among 

PSO with different weight carried 

out 

Better 

Classification 

performance than 

GA+ SVM, Less 

classification error  

for PSO with 

global and local 

acceleration of 1.5 

and threshold of 

0.7 than GA 

Binary PSO 

BPSO-Er, 

BPSO-ErNo, 

BPSO-2Stage  

[16] 

Two stage approach , first stage 

for classification performance 

optimization + second stage for 

minimization of features 

LFS(linear forward Selection), 

GSBS ( greedy stepwise 

backward selection) 

High classification 

performance 

Continuous PSO 

PSOArR, 

PSOArRWS    

[17] 

Archive to store gbest + 

selection mechanism of gbest in 

standard PSO 

PSOFS, LFS, GSBS,     

CMDPSOFS 

Improved 

classification 

performance 

Probability based 

binary PSO 
PBPOfs [22] 

Flipping probability, new 

position  updating equation  in 

BPSO, 5NN 

Standard BPSOFS, 

LFS, GSBS 

Less computation 

time, better 

classification 

performance 

Binary 

Bare bone PSO 

Binary BPSO 

[23] 

Reinforced memory strategy 

+uniform combination 

+1NN classifier 

SGA (Simple GA algorithm), 

HGA(Hybrid  GA algorithm), 

BPSO ( binary PSO), CBPSO 

(chaotic map based binary PSO) 

Best average 

classification 

accuracy 

Binary PSO 

Discrete PSO 

with Adaptive 

Feature Subset 

Selection [27] 

Modified BPSO with extending 

social learning to update the 

velocity of the particles + 

logistic regression model 

Tabu search and 

scatter search 

Better 

classification 

accuracy and 

computational 

performance 

Improved Binary     

PSO 
IBPSO [31] 

KNN+LOOCV, resetting value 

of the parameter gbest if its 

value remains unchanged after 

several iterations. 

NON- SVM methods contain 

KNN, NN, and PNN. MC-SVM  

methods contain OVR, OVO, 

DAG, WW, CS. 

Smaller feature 

subsets 

Boolean Binary 

PSO 
B-BPSO  [32] 

Boolean algebra operation in 

original BPSO, gbest value 

replaced by new value if its 

value remain identical during 

successive 3 generation 

GA, Binary PSO 

High classification 

accuracy with less 

features 

Binary PSO CBPSO [33] Chaotic map include logistic SFS( Sequential Forward Especially, BPSO 
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Map and tent Map with BPSO, 

adjustment in the inertia weight 

in order to prevent BPSO from 

getting stuck in local optima 

Selection), PTA (plus-l take-

away-r), SFFS(Sequential 

forward floating selection),SGA( 

simple GA), HGA(Hybrid GA), 

BPSO(standard BPSO) 

with tent map have 

high classification 

accuracy 

    Binary PSO 

 

Catfish BPSO     

     [34] 

Catfish effect +BPSO, replace 

Particles with worst fitness in a 

number of consecutive iterations 

by new particles, KNN 

SFS( Sequential Forward 

Selection), PTA (plus-l take-

away-r), SFFS(Sequential 

forward floating selection),SGA( 

simple GA), HGA(Hybrid GA) 

BPSO(standard BPSO) 

Outperform all 

methods 

 

    Multi Swarm  

        PSO      

IFS  [36] 

IFS approach that combines 

parameter optimization and 

feature selection 

 

GA+SVM, PSO+SVM 

 

Increased 

classification 

accuracy rate 

   Multi-objective  

        PSO 

 

NSPSOFS, 

CMDPSOFS  

     [38] 

PSO + crowding, mutation, ε - 

dominance, 10 fold cross 

validation, KNN with k=5 

LFS (Linear Forward Selection), 

GSBS(Greedy stepwise backward 

selection), ErFS(Commonly used 

PSO algorithm), 2SFS (PSO with 

a Two-Stage Fitness Functions), 

NSGA-II, SPEA2(Strength Pareto 

evolutionary algorithm 2), 

PAES(Pareto archived 

evolutionary strategy) 

Better 

classification 

performance 

using fewer 

features and less 

computational time 

 
Table 3, gives a comparison of classification accuracies of 

feature selection using traditional and different PSO methods 

for vehicle and sonar datasets. Test problems are classified as 

large scale problems having number of feature greater than 50 

and medium scale problems having number of features 

between 20 and 49. Vehicle dataset consists of 18 features and 

846 instances and come under test group for medium scale 

problem while Sonar dataset has 60 features and 208 instances 

which are defined for large scale problems.  

Table 3: Classification Accuracy Comparison of 

traditional FS and PSO based FS Methods 

 

          Algorithm 

Classification Accuracy 

   Vehicle 

   Dataset 

   Sonar 

  Dataset 

             

           SFS 

     68.20     89.90 

 

           SFFS  

     70.80     93.75 

 

           PBPSOfs  

     84.84     87.30 

 

           Binary BPSO  

     75.54     96.08 

  

          CBPSO 

     75.06     95.57 

 

          Catfish BPSO 

     75.06     96.92 

 

          Binary PSO 

     74.70     94.47 

 

           MSPSO 
     89.66     93.71 

 

 

Fig 1: Distribution of CA using Traditional and PSO 

based FS methods 

Figure 1 shows the classification accuracies on vehicle and 

sonar datasets using SFS [33], SFFS [33], PBPSOfs [22], 

Binary BPSO [23], CBPSO [33], Catfish BPSO [34], Binary 

PSO [34], MSPSO [36]. It is evident from the figure that 

feature selection using particle swarm optimization gives 

better classification accuracy as compare to traditional FS 

methods (SFS, SFFS). Hence, Particle swarm optimization 

based feature selection methods are more effective. 

5. FUTURE SCOPE 
PSO has been widely used for feature selection to improve 

classification performance. Further, a lot of work is being 

done using multi-objective PSO for feature selection to 

improve classification performance and to reduce number of 

features selected as well. Most of the existing multi-objective 

feature selection based on PSO algorithms use binary 

tournament selection to select gbest and uniform and non- 

uniform mutation. There is a scope to further reduce search 
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space for better classification accuracy if enhanced selection 

and mutation procedures are being used.  

6. CONCLUSION 
In this paper, traditional feature selection methods and 

evolutionary algorithms such as PSO for feature selection has 

been investigated. Several PSO variants are available in 

research literature using wrapper and filter approach to make 

the feature selection process more effective. After thorough 

exploration, it has been concluded that PSO based algorithms 

are quite efficient for selecting optimal feature subset. 

Existing techniques, however, can be further modified to 

achieve better results.  
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