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ABSTRACT  
This paper presents a method for an automatic collection of a 

corpus that can be used to train a sentiment classifier which 

determines whether an expression is neutral or polar. 

Depending on the words from the comments of online social 

networking platform, the human sentiment can be easily 

extracted, if we can make a machine to understand this 

extraction by defining some determined hypothesis. The 

automatic identification leads to enormous application 

domains for this machine readable sentiment concept. 

Microblogging web-sites are used here as rich sources of data 

for opinion mining and sentiment analysis which is tested on 

well-known training data sets. The results are significantly 

better than baseline that may suggest people regarding their 

specific interests based on their respective sentiment studies 

which can be extended to further business analysis to advice 

consumer about the negative impact of any issue subjected. 
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1. INTRODUCTION  

There are enormous social platforms for networking between 

friends’ colleagues and family members and many other 

groups. Facebook, twitter, Google plus[1][2][3] are the 

popular one among them. Millions of users share sentiments 

on diverse aspects of life daily. Hence micro blogging web-

sites are rich sources of data for various cognitive 

expressions: opinions, interests, expressions, feelings and 

sentiment analysis. By using these personal parameters we 

can identify the peoples' sentiment.  

Sentiment analysis aims to identify and extract opinions and 

attitudes from a given piece of text towards a specific 

subject[4]. There has been much progress on sentiment 

analysis of conventional text, which is usually found in open 

forums, blogs and the typical review channels. However, 

sentiment analysis of micro blogs is considered as a much 

harder problem due the unique characteristics possessed by 

micro blogs (e.g. short length of status updates and language 

variations). 

We use micro blogging and more particularly Facebook for 

the following reasons: 

 Micro blogging platforms are used by diverse group 

of individuals to express their belief about different 

issues; therefore it is a valued source of individual’s 

opinions. 

 Facebook comprises huge amount of text posts and 

it grows day by day.  

 Facebook’s user varies from regular users to 

celebrities, company representative. 

 According to a January 2010 article on 

InsideFacebook.com, users spent nearly 7 hours per 

person on Facebook in December 2009, far higher 

than the other top 10 parent companies on the 

Internet. 

Business firms are interested in some issues, like- What is the 

public thought regarding their products? Are the people 

thinking positive or negative about change in product or 

service? 

Political parties may be interested to know if people support 

their approach or not. All this information can be obtained 

from microblogging services, as their users post everyday 

what they like/dislike, and their opinions on many aspects of 

their life. 

Applied part of our analysis may include the following 

functionalities: 

 Understanding user sentiment, to relate a topic of 

interest for effective ad-targeting. 

 If users are biased to any party or organization, 

topics related to their preference may be presented 

upon them. 

 Users of specific mindset can be connected with 

similar community. For example - users use mostly 

playful status may be presented with local comedy 

club information. 

First, we will categorize this sentiment in three types: positive 

sentiment, negative sentiment and neutral sentiment[5]. 

Thereby we can recognize this concept using polarity[5]. Here 

our main concern is to analysis the public comments of one's 

by giving most generalized form of hypothesis. There are very 

few works by the researchers based on this polarity. The main 

challenge of this type of work is - public comments do not 

follow the lexicon pattern. We have to depend on one's 

acculturation, local accent, socialization. We will not pertain 

more dimensions into these factors rather we prefer more 

generalized ones. Our work will depend on a defined target 

that is positive or negative polarity. We will show how to 

build a domain-independent sentiment classifier learned from 

short textual sparse data, which is able to operates in a 

streaming fashion, and adapt dynamically to the new data. In 

this paper we emphasized on the polarity of sentiment bearing 

expression. Here we will propose an algorithm which measure 

the percentage of polarity of the positive and negative polarity 

and gives the sentiment result of ones. We will also give a 

structure of sentiment result based on the human emotion. Our 

approach will be based on the following assumption: 

At the outset it will find the root word in the corpus and then 

it will define the polarity, consequently it will search for the 

next root word and find the consistency with the previous 

polarity. Based on the consistency and inconsistency an inter-
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relationship network will be developed to find the resultant 

goal. 

2. RELATED WORKS 
The emergence of social media combined with micro 

blogging services’ easy-to-use features have dramatically 

changed people’s life with more and more people sharing 

their thoughts, expressing opinions, and seeking for support 

on such open social and highly connected environments. 

Monitoring and analyzing opinions from social media 

provides enormous opportunities for both public and private 

sectors. For private sectors, it has been observed [6][7] that 

the reputation of a certain product or company is highly 

affected by rumors and negative opinions published and 

shared among users on social networks. Understanding this 

observation, companies realize that monitoring and detecting 

public opinions from micro blogs leading to building better 

relationships with their customers, better understanding of 

their customers’ needs and better response to changes in the 

market.  

Open nature of micro blogs poses an open-domain problem 

where classifiers should work in a multi-domain environment. 

SAS[8] sentiment Analysis automatically rates and classifies 

opinions expressed in electronic text. It collects text inputs 

from websites, social media outlets and internal file systems, 

and then puts them in a unified format to assess relevance to 

predefined topics. The reports identify trends or emotional 

changes, and an interactive workbench allows subject-matter 

experts to refine sentiment models. The solution automatically 

scores input documents as they’re received, providing real-

time updates about sentiment changes. By assessing sentiment 

in real time, the software provides quantified insights into the 

overall impressions people have of products, services and 

brands. 

We can conclude that the lack of labeled data needed for 

classifier training.For public sectors, recent studies[9][10] 

show that there is a strong correlation between activities on 

social networks and the outcomes of certain political issues. 

For example, Twitter and Facebook were used to organize 

demonstrations and build solidarity during Arab Spring of 

civil uprising in Egypt, Tunisia, and currently in Syria. One 

week before Egyptian president’s resignation the total rate of 

tweets about political change in Egypt increased ten-fold. In 

Syria, the amount of online content produced by opposition 

groups in Facebook increased dramatically. Another example 

is the UK General Election 2010. It has been shown that 

activities on Twitter are a good predicator of popularities of 

political parties[11].  

Thus tracking and analyzing users’ activities on social media 

are the key to understanding and predicting public opinions 

towards certain political event. 

Anthony brew et al. described such a system[12] based on 

Twitter that maintains a happiness index for nine US cities. 

The main contribution of this paper is a companion system 

called Sentire Crowds that allows us to identify the underlying 

causes behind shifts in sentiment. This ability to analyze the 

components of the sentiment signal highlights a number of 

problems. It shows that sentiment scoring on social media 

data without considering context is difficult. More 

importantly, it highlights cases where sentiment scoring 

methods are susceptible to unexpected shifts due to noise and 

trending memes. 

The short length of status updates coupled with their noisy 

nature makes the data very sparse to analyze using standard 

machine learning classifiers. 

Mike et al. [13] reports a study of a month of English Twitter 

posts, assessing whether popular events are typically 

associated with increases in sentiment strength, as seems 

intuitively likely. Their results give strong evidence that 

popular events are normally associated with increases in 

negative sentiment strength and some evidence that peaks of 

interest in events have stronger positive sentiment than the 

time before the peak. It seems that many positive events, such 

as the Oscars, are capable of generating increased negative 

sentiment in reaction to them. Nevertheless, the surprisingly 

small average change in sentiment associated with popular 

events is consistent with events affording posters 

opportunities to satisfy pre-existing personal goals more often 

than eliciting instinctive reactions. 

The streaming fashion of microblogs where data arrives at a 

high speed. This means data should be processed in real time 

and classifiers should adapt quickly with the newly arrived 

data. 

3. SYSTEM DESCRIPTION 
System description is an essential issue regarding Natural 

language Processing. After reviewing lots of papers related to 

our dissertation we have come up with some new innovative 

features along with the existing approach. We have tried to 

give a very generalized and specific description rather than the 

conventional one. We delineated our views in a different way 

for empathy of every level of technicalities subjected.  All the 

system regards subjected have been introduced our system as 

followings: 

1. High level Description. 

2. Low level Description. 

3.1 High Level Description 
This is our high level description so that anyone can 

understand the steps from the top level irrespective to lower 

level details. In this level our system interpret few steps as 

shown in Fig. 1. After collecting the corpus we spilt the texts 

in to sentences then we assign the polarity of each sentences 

and check the spell algorithm whether there exists any 

repeated words. Collectively we named these three steps as 

Data manipulation. Sentiment extraction process basically 

calculate the sentiment of one's based on their Facebook 

comments at most. Details are described in the next section 

(low level description). Accuracy factors are introduced to 

find the preciseness in sentiment extraction. Finally the result 

comes out after performed by all steps. 
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3.2 Low-level Description 
This low level description includes detailed depiction of all 

the high level steps subjected. Figure 2 represents our worth 

internal system. 

 

Corpus Accumulation 
Using Facebook API we collected a corpus of text posts and 

formed a dataset of three classes: positive sentiments, 

negative sentiments, and a set of objective texts (no 

sentiments). To collect negative and positive sentiments, we 

followed the same procedure as in [14][15]. We queried 

Facebook for two types of emoticons: 

• Happy emoticons: “:-)”, “:)”, “=)”, “:D” etc. 

• Sad emoticons: “:-(”, “:(”, “=(”, “;(” etc. 

The two types of collecting corpora will be used to train a 

classifier to recognize positive and negative sentiments. In 

order to collect a corpus of objective posts, we retrieved text 

messages from Facebook accounts of popular newspapers and 

magazines , such as “bd news 24”[16], “Bangla news”[17] 

etc. We queried accounts of 8 newspapers to collect a training 

set of objective texts. Because each message cannot exceed 

140 characters by the rules of the microblogging platform, it 

is usually composed of a single sentence. Therefore, we 

assume that an emoticon within a message represents an 

emotion for the whole message and all the words of the 

message are related to this emotion. In our research, we use 

English language. 

 

Processing Data 
First, we checked the distribution of words frequencies in the 

corpus. A plot of word frequencies is presented in above 

Figure 3. As we can see from the plot, the distribution of word 

frequencies follows Zipf’s law[18], which confirms a proper 

characteristic of the collected corpus. Next, we used 

TreeTagger [19] for English to tag all the posts in the corpus. 

We are interested in a difference of tags distributions between 

sets of texts (positive, negative, and neutral). To perform a 

pair wise comparison of tags distributions, we calculated the 

following values for each tag and two sets (i.e. positive and 

negative posts): 

 

Where   
  and   

  are numbers of tag T occurrences in the 

first and second sets respectively. 

Figure 3: The Distribution of word count follows Zipf's law 

Figure 2: Low Level Description 

Figure 1: High Level Description 
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Polarity vs. Neutral Sets 
Figure 4 shows the values of PT across all the tags where set 1 

is a polarity set (mixture of the positive and the negative sets) 

and set 2 is a neutral set (the neutral set). From the graph we 

can observe that POS tags are not distributed evenly in two 

sets, and therefore can be used as indicators of a set. For 

example, utterances (UH) can be a strong indicator of a 

polarity text. Next, we will explain the observed phenomena.  

We can observe that neutral texts tend to contain more 

common and proper nouns (NPS, NP, NNS), while authors of 

polarity texts use more often personal pronouns (PP, PP$). 

Authors of subjective texts usually describe themselves (first 

person) or address the audience (second person) (VBP), while 

verbs in polarity texts are usually in the third person (VBZ). 

As for the tense, polarity texts tend to use simple past tense 

(VBD) instead of the past participle (VBN). Also a base form 

of verbs (VB) is used often in polarity texts, which is 

explained by the frequent use of modal verbs (MD). In the 

graph, we see that superlative adjectives (JJS) are used more 

often for expressing emotions and opinions, and comparative 

adjectives (JJR) are used for stating facts and providing 

information. Adverbs (RB) are mostly used in polarity texts to 

give an emotional color to a verb. Figure 5 shows the values 

of PT for negative and positive sets. Another indicator of a 

positive text is superlative adverbs (RBS), such as “most” and 

“best”. Positive texts are also characterized by the use of 

possessive ending (POS). As opposite to the positive set, the 

negative set contains more often verbs in the past tense (VBN, 

VBD), because many authors express their negative 

sentiments about their loss or disappointment. Here is an 

example of the most frequent verbs:  

“missed”, “bored”, “gone”, “lost”, “stuck”, “taken”. We have 

compared distributions of POS-tags in two parts of the same 

sets (e.g. a half of the positive set with another half of the 

positive set). The proximity of the obtained distributions 

allows us to conclude on the homogeneity of the corpus. 

List of Features 
The collected dataset is used to extract features that will be 

used to train our sentiment classifier. We used the presence of 

an n-gram as a binary feature, while for general information 

retrieval purposes, the frequency of a keyword’s occurrence is 

a more suitable feature, since the overall sentiment may not 

necessarily be indicated through the repeated use of 

keywords. Pang et al. have obtained better results by using a 

term presence rather than its frequency [20]. We have 

experimented with unigrams, bigrams, and trigrams. Pang et 

al. [20] reported that unigrams outperform bigrams when 

performing the sentiment classification of movie reviews, and 

Dave et al. [21] have obtained contrary results: bigrams and 

trigrams worked better for the product-review polarity 

classification.  

Figure 5: PT values for Neutral vs. Polarity Sets 

Figure 4: PT values for Positive vs. Negative 



International Journal of Computer Applications (0975 – 8887) 

Volume 147 – No.10, August 2016 

28 

We tried to determine the best settings for the microblogging 

data. On one hand high-order n-grams, such as trigrams, 

should better capture patterns of sentiments expressions. 

 

On the other hand, unigrams should provide a good coverage 

of the data. The process of obtaining n-grams from a facebook 

post is as follows: 

 

1. Filtering – we remove URL links (e.g. 

http://example.com), facebook user names (e.g. @imran 

– with symbol @ indicating a user name). 

2. Tokenization – we segment text by splitting it by spaces 

and punctuation marks, and form a bag of words. 

However, we make sure that short forms such as “don’t”, 

“I’ll”, “she’d” will remain as one word. 

3. Removing stopwords – we remove articles (“a”, “an”, 

“the”) from the bag of words.  

4. Constructing n-grams – we make a set of n-grams out of 

consecutive words.  

A negation (such as “no” and “not”) is attached to a word 

which precedes it or follows it. For example, a sentence “I do 

not like fish” will form two bigrams: “I do+not”, “do+not 

like”, “not+like fish”. Such a procedure allows to improve the 

accuracy of the classification since the negation plays a 

special role in an opinion and sentiment expression [22]. This 

idea of above process follows the same concept described in 

[23].  

Dependency Relation 
We build a sentiment classifier using the multinomial Naive 

Bayes classifier. We also tried SVM [24] and CRF [25] 

however the Naive Bayes classifier yielded the best results. 

Naive Bayes classifier is based on Bayes’ theorem [26]. 

 

where s is a sentiment, M is a facebook message. Because, we 

have equal sets of positive, negative and neutral messages, we 

simplify the equation: 

 

We train two Bayes classifiers, which use different features: 

presence of n-grams and part-of-speech distribution 

information. N-gram based classifier uses the presence of an 

n-gram in the post as a binary feature.  

The classifier based on POS distribution estimates probability 

of POS-tags presence within different sets of texts and uses it 

to calculate posterior probability. Although, POS is dependent 

on the n-grams, we make an assumption of conditional 

independence of n-gram features and POS information for the 

calculation simplicity: 

 

Where G is a set of n-grams representing the message, T is a 

set of POS-tags of the message. We assume that n-grams are 

conditionally independent: 

 

Similarly, we assume that POS-tags are conditionally 

independent: 

 

Finally, we calculate log-likelihood of each sentiment: 

 

Sentiment Intensity 
To increase the accuracy of the system, we should discard 

common n-grams, i.e. n-grams that do not strongly indicate 

any sentiment nor indicate objectivity of a sentence. Such n-

grams appear evenly in all datasets. To discriminate common 

n-grams, we also follow the same strategies defined in [23]. In 

addition to that here we introduced a feature Booster Wordlist 

to strengthen the accuracy. A Booster Word List contains 

words that boost or reduce the emotion of subsequent words, 

whether positive or negative. Each word increases emotion 

strength by 1 or 2 (e.g., very, extremely) or decreases it by 

1(e.g. some). If any comment of Facebook user finds some 

booster words then the system gives the entropy and the 

salient values more precise than the previous. Below are the 

comparisons. 

The high value of the entropy indicates that a distribution of 

the appearance of an n-gram in different sentiment datasets is 

close to uniform. Therefore, such an n-gram does not 

contribute much in the classification.  

A low value of the entropy on the contrary indicates that an n-

gram appears in some of sentiment datasets more often than in 

others and therefore can highlight a sentiment (or objectivity). 

Thus, to increase the accuracy of the sentiment classification, 

we would like to use only n-grams with low entropy values. 

We can control the accuracy by putting a threshold value η, 

filtering out n-grams with entropy above η. In regard to the 

salience it takes a value between 0 and 1. The low value 

indicates a low salience of the n-gram, and such an n-gram 

should be discriminated. Same as with the entropy, we can 

control the performance of the system by tuning the threshold 

value Ω. In Table 5.3. examples of n-grams with low entropy 

values and high salience values are presented. Using the 

entropy and salience, we obtain the final equation of a 

sentiment’s log-alike: 

 

We have tested our classifier on a set of real Facebook posts 

hand-annotated. We used the same evaluation set as in [15]. 
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The characteristics of the dataset are presented in following 

Table 1. 

Table 1: The characteristics of the evaluation dataset 

Sentiment Number of Samples 

Positive 196 

Negative 80 

Neutral 26 

Total 302 

We compute accuracy [27] of the classifier on the whole 

evaluation dataset, i.e.: 

 

We measure the accuracy across the classifier’s decision [28]: 

 

4. RESULT & DISCUSSIONS 
First, we have tested the impact of an n-gram order on the 

classifier’s performance. The results of this comparison are 

presented in Figure 6. As we see from the graph, the best 

performance is achieved when using bigrams. We explain it as 

bigrams provide a good balance between a coverage 

(unigrams) and an ability to capture the sentiment expression 

patterns (trigrams). Next, we examine the impact of attaching 

negation words when forming n-grams. The results are 

presented in Figure 7. From the both figures, we see that we 

can obtain a very high accuracy, although with a low decision 

value (11). By adding the booster word list we gain accuracy 

Thus, if we use our classifier for the sentiment search engine, 

the outputted results will be very accurate. We have also 

examined the impact of the dataset size on the performance of 

the system. To measure the performance, we use F-

measure[27]: 

 

 

In our evaluations, we replace precision with accuracy (12) 

and recall with decision (11), because we deal with multiple 

classes rather than binary classification: 

 

Where β=0.5. We do not use any filtering of n-grams in this 

experiment. The result is presented on Figure 8. As we see 

from the graph, by increasing the sample size, we improve the 

performance of the system. However, at a certain point when 

the dataset is large enough, the improvement may not be 

achieved by only increasing the size of the training data. We 

examined two strategies of filtering out the common n-grams: 

salience (11) and entropy (10). Figure 9 shows that using the 

salience provides a better accuracy, therefore the salience 

discriminates common n-grams better than the entropy. 

 

 

Figure 8: The impact of increasing the dataset size on the 

F 0.5 measure 

Figure 7: The impact of using the attachment of negation 

Figure 6: The comparision of the classification accuracy 

when using unigrams, bigrams, trigrams 
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5. CONCLUSION  
Microblogging has nowadays become one of the major types 

of the communication. A recent dissertation has identified it 

as online word-of-mouth branding [29]. The huge amount of 

information contained in microblogging websites makes them 

an attractive source of data for opinion mining and sentiment 

analysis. In our research, we have presented a method for an 

automatic collection of a corpus that can be used to train a 

sentiment classifier. We consider TreeTagger for POS-tagging 

and observed the difference in distributions among positive, 

negative and neutral sets. We have also introduced Booster 

Word List intensity for more precise on the result of sentiment 

expression. From the observations we conclude that authors 

used syntactic structures to describe emotions. Some POS-

tags may be strong indicators of emotional text. We used the 

collected corpus to train a sentiment classifier. Our classifier 

is able to determine positive, negative and neutral sentiments 

of documents and the result is more precise till date. The 

classifier is based on the multinomial Naive Bayes classifier 

that uses N-gram and POS-tags as features.  

As the future work, we plan to collect a multilingual corpus of 

Facebook data and compare the characteristics of the corpus 

across different languages. We plan to use the obtained data to 

build a multilingual sentiment classifier. 
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