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ABSTRACT 

Gesture language is considered as secondary language for 

most of people and main language for hearing impaired 

people, it is considered as international non-spoken language 

that make the understanding between different tongues 

possible regardless which country is this, it is also considered 

the first language that can be act for children in which they 

express they need in a movement.  

There are vast range of non-geometric features that can 

applied to recognize specific object, we have applied in this 

paper  novel algorithm by building Gaussian model that 

covers the area of the hand gesture which may or may not 

circular area, because of that Gaussian is chosen for any 

circular or oval shape depending on the presented gesture 

itself, furthermore, rotation variation has been solved in order 

to reduce the database size used for training the model, 

experimental results show a promising outcomes that 

dominant on the other non-geometric techniques.  
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1. INTRODUCTION 
Gesture recognition system may suffer from verity of 

problems, scaling, translation, illumination and rotation 

perturbations [1], illumination challenge can be solved by 

normalizing the color model such as using normalized rgb 

instead of RGB itself [2], this will help removing any 

illumination in the input scene and focusing on the important 

information found in the input gesture, scaling and translation 

can be overcome by setting the image into a fixed size after 

trimming operation takes place. 

However, rotation perturbation is considered as the most 

sophisticated problem and usually ignored by many 

researchers or providing many patterns for each single rotated 

gesture which increases the dataset volume used for training 

purposes [3], for example, 2280 different patterns to detect the 

rising finger in [4], furthermore, 6, 40, 124, and 20 patterns 

for each single posture in [5], [6], [7], and [8] respectively; 

but, however, some researchers kept this number low and of 

course, their method will suffer from rotation variance, this 

can be found in [9][10][11] and [12].  

The solution is to unify the direction of all presented objects 

[3] and in this case all gestures are having the same direction 

which reduces the need for the multiple-gesture for each 

gesture rotation. 

Special consideration is needed for sign language since shape 

and motion are needed [11]; and the important and imperative 

operation is the motion modeling [11] and the tracking will 

interfere with such term.  

Gesture has many application such as controlling house 

appliances [13],  robot control [13], and augmented reality as 

well [14].  

Helicopter signaler, traffic police, and all careers that are 

considered to be gesture oriented professional  [15]. 

We have presented the analysis of our work in [16] in order to 

demonstrate the originality and the impact of Gaussian 

Multivariate for Non-Geometric Features Fitting.  

2. OBJECT FILLING 
In this step, the object -that is gesture in this case- should be 

fitted completely with  a Gaussian Multivariate model with 

some parameters that calculated from the input gesture itself 

to success the fitting.  

Hand center is calculated , direction is calculated as well 

using the algorithm in [3], borders of the hand is located as 

seen figure 1. 

As seen, the blue circle represents the old calculated center 

while the red middle circle represents the new calculated 

center by averaging all of four border yellow points. 

     

a                                      b 

     

c                                                 d   

Fig 1: Locating the hand gesture, a: input gesture, b: hand 

center and direction, c: locating hand boundaries, c: 

extracting boundary points. 
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However, the extracted parameters of figure 1 can be 

expressed as follows and can be used to build Gaussian 

Bivariate Model. 

Center(μ_x,μ_y )=(P13(x,y)+P23(x,y)+P14(x,y)+P24(x,y))/4   

                                                                              (1) 

FPD=√(〖(P1.x-P2.x)〗^2+〖(P1.y-P2.y)〗^2 )                       (2) 

SPD=√(〖(P3.x-P4.x)〗^2+〖(P3.y-P4.y)〗^2 )                        (3) 

Table 1: Necessary parameters for Gaussian bivariate 

distribution for Figure 1 

FPD SPD   𝒙𝒙     𝒚𝒚     𝒙𝒚   𝝁𝒙 𝝁𝒚 

226 122 2447.7 833.7 -181.5 175 215 

3. BUILDING GAUSSIAN BiVARIATE 

MODEL 
After extracting the parameters as seen in table 1, those 

parameters are used to build the Gaussian Bivariate Model. 

Figure 2 shows an example of the Gaussian model that build 

for the presented input gesture after extracting the necessary 

parameters as in Table 1. 

   

 

     a              b                c 

Fig 2: Gaussian Model, a: input gesture, b: 2D Gaussian 

model, c: 3D Gaussian model. 

So, in order to unveil the 3D Gaussian in a 2D image, the 

following Figure shows this fact [16]. 

 

c                                        d 

Fig 3: Gaussian model, a: input gesture, b: Gaussian 

model, c: real shape of Gaussian, d: after adding extra 

terrace to best fit of the input gesture. 

Each single circle is called terrace as in figure 3, this circle is 

divided into 8 portions and the geometric central moment of 

that portion represent the feature of it, so, every single circle 

can produce 8 features and there are 11 terraces in each 

Gaussian, so, 11*8=88 features, as in equation 4.  

μ_pp=∑_x▒∑_y▒〖(x-μ_x )^p 〖(y-μ_y)〗^p  f(x,y)〗     (4)   

So that p=0 and p=1 only, moreover, two more features are 

calculated according to equation 5 and considered as global 

features, total features are: 88 * 2 (μ_00  and μ_11)+2  global 

features= 178, these features represents the training features 

and can be used with any recognition tool. 

4. EXPERIMENTAL RESULTS 
The main objective is to reduce the database used for training 

which achieved in here, by providing only one gestures for 

training, we have obtained recognition percentage of 90% 

regardless the testing gestures used which considered in 

hundreds, training samples raised to 5; the recognition 

percentage reached the maximum possible value which is 

100%, figure 4 shows this fact. 

 

Fig 4. Recognition percentages achieved. 

5. CONCLUSION 
We have seen a novel algorithm for fitting of hand gesture 

with a Bivariate Gaussian Model after finding the direction of 

the hand gesture, the reason is to reduce the database size used 

for training as well as solving of the rotation perturbation, and 

both aims were achieved with higher recognition percentages, 
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starting from one training gesture, the recognition percentage 

was 90%, beyond 4 gestures for training, the recognition 

percentages is 100%. 
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