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ABSTRACT 

Compare the similarity of time series is a key for most tasks 

and there are various similarity measures which measure the 

similarity of time series. Similarity measures are the basis of 

time series research, they are quite important for improving 

the efficiency and accuracy of the time series pattern 

recognition tasks. Therefore selection the best similarity 

measures are very essential. On this issue, in this paper an 

analytical framework for elastic similarity measures based 

time series pattern recognition as, FESM for short, is 

proposed. FESM consists of three main components: 1) 

Classification of elastic similarity measures of time series, 2) 

Comparative evaluation of classified similarity measures 

based on proposed qualitative evaluation criteria, and 3) 

Application scopes of classified similarity measures. FESM 

will be proper for the quick understanding and comparing of 

time series similarity measures, and selection the best of 

existing similarity measures for respective time series pattern 

recognition tasks.  

General Terms 

Pattern Recognition  

Keywords 
Time Series, Pattern Recognition, Elastic Similarity 

Measures.  

1. INTRODUCTION 
Time series pattern recognition have a broad range of real-

world applications such as astronomy, stock-market, 

phenology, video mining, energy and power, and many other 

application scopes. There are a huge amount of data in these 

scopes and the effect of similarity measures for pattern 

recognition in correlated data such as time series in these 

applications scopes is an important factor which should be 

considered. In astronomy [1], producing time series from 

millions of sky objects is done for classify stars and other 

phenomena into one of the known types of variability, and the 

huge discovery space that remains to be explored for a vast 

number of new unknown discoveries in astronomy domain, 

the similarity measures between different astronomy time 

series are used for their learning and pattern recognition tasks. 

In stock-market [2], there is the challenge of increasing 

continuous stock-market data with unexpected extrema over 

time, the similarity measure between stock-market time series 

data, can be used as input for hierarchical clustering 

algorithms in order to handle the challenge of increasing  

Stock-market time series data. In plant phenology study [3], 

selection the best similarity measure for classification plant 

species and providing measures to estimate the change in 

phenological events, such as loss and discoloration of leaves 

is an important object. The video mining [4] is one of the 

active research areas which is related to many application 

domains, such as semantic indexing and retrieval to intelligent 

video surveillance, and various approaches to detect video 

events have been proposed in the literature, the objective of 

video mining is to discover and describe interesting patterns 

from the huge amount of video data. There are structural 

patterns in recurrence plots which can be used to determine 

the similarity between two video sequences, which is 

necessary for classification, so measuring the similarity 

between two recurrence plots, needed for video classification 

in order to event detection in video sequences. In [5] the CK-1 

distance used to measure the similarity between unthresholded 

recurrence plots that were generated from time series and 

results show the combination of the CK-1 distance measure 

together with unthresholded recurrence plots results in higher 

classification accuracy for time series which represent the 

shape. Related to energy and power [6], check the effect of 

similarity measures is a necessary step for the optimized 

design and development of efficient clustering based models, 

predictors and controllers of time dependent processes such as 

building energy consumption patterns. Figure 1 shows the 

similarity measures based time series pattern recognition. 

All above mentioned application scopes show that one of the 

main challenges of time series pattern recognition is selecting 

a fit measure of similarity or distance between time series [7], 

so selection the best similarity measure in order to improve 

the efficiency and accuracy of the time series pattern 

recognition tasks is a key and very essential.  

The lock step similarity measures are simple and very 

intuitive for time series data, they have a known weakness of 

sensitivity to distortion in the time axis. These measures do 

not match any of the types of robustness [8] so in order to 

overcome this weakness many elastic measures were 

proposed. They can generally handle the problems of lock 

step similarity measures [1]. 

The elastic similarity measures have elastic steps in their 

measuring, and work with time series with different lengths, 

because of these flexibility, they are widely used in science, 
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Fig 1: Similarity measures based time series pattern recognition 

medicine, industry, finance and many other areas.  

On the issue of elastic similarity measure, in this paper an 

analytical framework for elastic similarity measure based time 

series pattern recognition as, FESM for short, is proposed.  

The proposed framework consists of three main components: 

1) Classification of elastic similarity measures of time series, 

2) Comparative evaluation of classified similarity measures 

based on proposed qualitative evaluation criteria, and 3) 

Application scopes of classified similarity measures. FESM 

will be proper for the quick and simple understanding of time 

series similarity measures, and selection the best of them fit 

the need.  

The rest of the paper is outlined as follows: Section 2 

describes the related concepts, Section 3 presents our 

proposed framework and Section 4 is devoted to the 

conclusion and future directions. 

2. RELATED CONCEPTS 
In this section, some of the important related concepts will be 

covered, it will begin by introducing the key definitions as 

follow: 

Definition 1 Time Series. A time series T = (t1, . . . , tn), ti∈ R 

is an ordered sequence of n real-valued variables [8], it is a set 

of measurements arranged in order either by time or spatial 

location [9]. 

Definition 2 Subsequence. Given a time series T of length m, 

a subsequence S of T is a sampling of length l ≤ m of 

contiguous positions from T, that is, S = tp, . . . , tp+l−1, for 1 ≤ 

p ≤ m − l + 1 [10]. 

Definition 3 Similarity Measure. The similarity measure Dist 

(Ta, Tb), the distance between two time series Ta and Tb, 

which Dist is a function which gets two time series as inputs 

and returning the distance d between these two series Ta and 

Tb. The distance between time series needs to be carefully 

defined in order to reflect the underlying similarity of such 

data, this is particularly desirable for segmentation, 
classification, clustering, similarity-based retrieval and other 

mining procedures of time series [11].  

Definition 4 Subsequence similarity measure. The 

subsequence similarity measure Dsubseq (T, S) is defined as 

Dsubseq (T, S) = min (D (T, S
/
) for S

/
∈S

||T

s . It represents the  

distance between T and its best matching location in S [8]. 

Definition 5 Metric distance: The distance between two time 

series Ta and Tb is a metric if Dist (Ta, Tb)>0 and Dist (Ta, Tb) 

= Dist (Tb, Ta), and there is triangle inequality as Dist (Ta, Tc) 

≤ Dist (Ta, Tb) + Dist (Tb, Tc) [1]. More formally, a metric is a 

function that behaves according to a specific set of conditions 

(non-negativity, identity of indiscernible, symmetry, triangle 

inequality) [11]. 

Definition 6 Elastic similarity measures. Elastic similarity 

measures are the similarity measures which have the data 

adaptation in conditions such as offset translation and 

amplitude scaling. 

Definition 7 Outliers and Noise. These two definitions are 

different from together. Noise is random error or variance 

which should be removed. Outliers violate the mechanism that 

generates the normal data and should be detection. In order to 

detection the outlier firstly the noise should be removed. 

Definition 8 Global constraints. All elastic similarity 

measures are based on dynamic programming with quadratic 

computational complexity, the Sakoe-Chiba band, and the 

Itakura parallelogram are two global constraints which use for 

significantly speed up the calculation of similarities and 

improve the accuracy of classification [20]. 

3. FESM: PROPOSED FRAMEWORK 
In this section of the paper, an analytical framework for 

elastic similarity measures based pattern recognition as, 

FESM for short, is proposed. FESM consists of three main 

components: 1) Classification of elastic similarity measures of 

time series, 2) Comparative evaluation of classified similarity 

measures based on proposed qualitative evaluation criteria, 

and 3) Application scopes of classified similarity measures. 

Details will be described. 

3.1 The First Component of FESM: 

Classification 
The first component of FESM is a classification of elastic 

similarity measures of time series. Based on this classification 

there are two main approaches as: 1) Elastic similarity 

measures based on the Lp norms, and 2) Elastic similarity 

measures based on the matching threshold. These two main 

approaches have different types, which are shown in Figure 2. 

Let Ta and Tb be two time series with m and n data points 

respectively, by given Ta and Tb, in the following details of 

this classification will be described.  
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Fig 2: Classification of elastic similarity measures of time series 

 

3.1.1 Elastic Similarity Measures Based on the Lp 

Norms 
The first approach includes elastic similarity measures based 

on the Lp norms as Manhattan Distance (L1) [12] and 

Euclidean Distance (L2) [13]. This approach represents 

similarity measures which satisfy the triangle inequality and 

are metric distances. Two main types of similarity measures 

are considered in this approach as 1) Dynamic Time Warping 

(DTW) [14] and 2) Edit Distance with Real Penalty (ERP) 

[22]. An illustration of an elastic similarity measures based on 

the Lp norms is shown in Figure 3. 

 

Fig 3: An illustration of an elastic similarity measures 

based on the Lp norms 

• Dynamic Time Warping (DTW)   

DTW searches for the best alignment between two time series 

by attempting to minimize the distance between them. DTW 

is a technique for effectively achieving the warping [17]. It 

computes the similarity of time series by finding the optimal 

warping path in the matrix of distances between points of the 

two series Ta and Tb with m and n data points respectively, 

DTW by zero value of the global constraint illustrate L2. 

DTW defined by equation (1) as follows [14]; 

DistDTW (Ta, Tb) = DTW (m, n)            (1)  

0, if    i = 0, j = 0 

∞, if   i = 0 

DTW (i, j) =  ∞, if   j = 0 

dist (Ta [i], Tb[j]) + min {DTW (i – 1, j – 

1), DTW (i – 1, j), 

DTW (i, j – 1)}, Otherwise  

 

 Edit Distance with Real Penalty (ERP) 

ERP introduces a constant value g as the gap of the edit 

distance and uses L1 distance between elements as the penalty 

to handle local time shifting [22]. ERP have their roots in the 

classic string edit distance. If the distance between two points 

is too large, ERP simply uses the distance value between one 

of those points and the reference point [7]. ERP defined by 

equation (2) as follows; 

                      (2) 

                      


n

i

dist
1

( Tb[i], g),        if m = 0 

                      


m

i

dist
1

( Ta[i], g),         if n = 0 

ERP (Ta, Tb ) =           min {ERP (Rest (Ta), Rest (Tb)) + dist       

                                     (Ta[1], Tb[1]), 

                             ERP (Rest (Ta), Tb) + dist (Ta[1], g) 

                                    ERP (Ta, Rest (Tb)) + dist (Tb[1], g)},        

                                    Otherwise 

Where dist (a, b) is the distance between two elements and g 

is a gap of edit distance. The real distance between elements 

(dist (Ta[1], Tb[1])) as the penalty used to handle local time 

shifting. 

3.1.2 Elastic Similarity Measures Based on the 

Matching Threshold 
The second approach includes elastic similarity measure 

based on the matching threshold. This approach represents 

similarity measures which cannot satisfy the triangle 

inequality and are not metric distances. Two main types of 

similarity measures are considered in this approach as: 1) 

Longest Common Subsequence (LCSS) [19] and 2) and the 

Edit Distance on Real Sequence (EDR) [23]. An illustration of 

an elastic similarity measures based on the on the matching 

threshold is shown in Figure 4. 
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Fig 4: An illustration of an elastic similarity measures 

based on the matching threshold 

• Longest Common SubSequence (LCSS)  

In LCSS, the similarity between two time series is expressed 

as the length of the longest common subsequence of both time 

series [19], to adapt the concept of matching characters in the 

settings of time series, a threshold parameter ε was 

introduced, stating that two points from two time series are 

considered to match if their distance is less than ε [18]. LCSS 

uses a threshold parameter ε for point matching and a warping 

threshold δ. It is defined by equation (3) as follows [19, 20]; 

DistLCSS (Ta, Tb) = 1 – 
m) min(n,

j) LCSS(i,
            (3) 

0, if   i = 0 

0, if   j = 0 

LCSS (i, j) =           1+ LCSS (i – 1, j – 1), if |Ta [i] – Tb[i]| ≤ ε 

  max {LCSS (i – 1, j), LCSS (i, j – 1)},       

  Otherwise 

• Edit Distance on Real sequence (EDR) 

EDR is another elastic similarity measure based on the 

matching threshold, it uses a threshold parameter and assigns 

penalties to gaps between two similar subsequences of time 

series according to the lengths of the gaps. In EDR, the 

matching threshold reduces effects of noise by quantizing the 

distance between a pair of elements to two values, 0 and 1, 

and reduce the effect of outliers. It’s defined by equation (4) 

as follows [23];    

                    n, if    m = 0           (4) 

   m, if   n = 0 

EDR (Ta, Tb) =           EDR (i – 1, j – 1),  if |Ta [i] – Tb[i]| ≤ ε 

     min {EDR (Rest (Ta), Rest (Tb)) +    

                                   subcost,  EDR (Rest (Ta), Tb) + 1, 

                          EDR (Ta, Rest (Tb)) + 1}, Otherwise  

Where subcost = 0, if match (Ta[1], Tb[1]) = true and subcost 

= 1, otherwise. Rest (T) stands for the time series obtained 

from T by eliminating the first element. 

3.2 The Second Component of FESM: 

Comparative Evaluation of Classified 

Elastic Similarity Measures Based on 

Proposed Qualitative Evaluation 

Criteria 
This section describes the second component of FESM, which 

will propose the comparative evaluation of classified 

similarity measures based on qualitative evaluation criteria. 

Firstly the qualitative evaluation criteria with their ranking 

will be proposed and then analyse details of comparative 

evaluation of classified similarity measures based on proposed 

qualitative evaluation criteria will be described. The results 

are shown in Table 1. 

3.2.1 Proposed Qualitative Evaluation Criteria 
• Metric: If the intended similarity measure         satisfies 

the triangle inequality it is a metric, else   it is nonmetric. 

Ranking is Yes and No. 

• Noise handling: Refers to robust of the intended 

similarity measure in handling noise. Ranking is Yes and 

No. 

• Outliers handling: Refers to robust of the intended 

similarity measure in handling outliers. Ranking is Yes 

and No. 

• Performance: Refers to compare the classifier average 

error rates with different elastic similarity measures of 

our proposed framework. It is based on statistically 

significant wins and losses counts for the 1NN classifier 

with different similarity measures, across many different 

data sets using the Wilcoxon sign-rank test [20]. Ranking 

is High, Low and Average. 

• Global constraints effects: Refers to effects of global 

constraints on different elastic similarity measures. Some 

elastic similarity measure are most sensitive to the global 

constraints so have maximum effect, while others have 

different behaves sensitively and effects. Ranking is 

Maximum, Medium and Minimum. 

• Data points mapping: Refers to allowing the feasibility of 

mapping of the data points. Ranking is one-to-one, one-

to-many and one-to-none. 

3.2.2 Comparative Evaluation of Classified Elastic 

Similarity Measures Based on Proposed 

Qualitative Evaluation Criteria 

• Dynamic Time Warping 

DTW is an elastic metric similarity measure which can give a 

satisfactory result on the different length of both input time 

series with short lengths. In DTW, all elements from both 

sequences must be used, even the outliers [17], so it is 

sensitive to the noise and outlier and cannot handle both of 

them. Experimental results in [20] show that DTW has the 

most sensitive to the Sakoe-Chiba band global constraints 

regarding the 1NN graph, and has the best performance in all 

elastic similarity measure. This distance measures allow 

comparison of one-to-one and one-to-many points. 

• Edit Distance with Real Penalty 

 ERP is an elastic metric similarity measure. It is sensitive to 

the noise and cannot handle noises, but it is robust to outliers. 

ERP measure has intermedia behavior to the Sakoe-Chiba 

band global constraints regarding the 1NN graph, and its 

performance as the generally is worst [20]. This distance 

measures allow comparison of one-to-one, one-to-many and 

one-to-none points. 

 

• Longest Common SubSequence 

LCSS is an elastic nonmetric similarity measure with 

subsequence matching which solves the problem of the 

presence of noise by taking into account only sufficiently 

similar points [19], also some elements such as outliers may 
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be unmatched or left out [17], so LCSS can handle both of the 

noise and outliers. Experimental results in [20] show that 

LCSS measure have intermedia behavior to the application of 

the Sakoe-Chiba band, and its performance is average. LCSS 

can compare the one-to-one, one-to-many and one-to-none 

points. 

 

• Edit Distance on Real sequence 

EDR is elastic nonmetric similarity measure, same to LCSS 

both of the noise and outliers can be handled by the threshold 

setting. The application of the Sakoe-Chiba band exerts the 

lowest influence on EDR, it has average error rate across the 

different data sets so has average performance [20]. EDR can 

compare the one-to-one, one-to-many and one-to-none points. 

 

Table 1. Comparative evaluation of classified similarity measures based on evaluation criteria 
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3.3 The Third Component of FESM: 

Application Scopes of the Classified 

Similarity Measure 
This section describes the third component of FESM, there are 

several time series applications in diverse domains which 

increasingly mining with different similarity measures. Here 

the proper similarity measures which applied in some of these 

applications will be shown, these applications come from 

different domains. A good choice of similarity measure has 

strong results in these applications, the analysis details are as 

follows; 

3.3.1 Application Scope of the Elastic Similarity 

Measures Based on the Lp Norms: Trajectory 

Analysis 
The similarity measures in the first approach of proposed 

classifications have the metric characteristic, as mentioned in 

section 3.2 the metric distance criteria satisfies the triangle 

inequality. The triangle inequality is an efficient way to apply 

pruning strategies [22]. The trajectory data have numerous 

potential applications in traffic control, flight data, urban 

planning, astronomy, transportation systems and animal 

science. For large trajectory databases, it is important to 
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minimize the computation of the distance between trajectories 

in the database [27]. 

 Application 1: DTW in flight systems 

DTW is one of the most commonly used distance measures 

for trajectory data. The basic idea behind DTW distance is to 

find out the warping path between two trajectories that 

minimizes the warping cost [26].  

An automated technique for clustering flight and trajectory 

data using a Particle Swarm Optimization (PSO) approach has 

been proposed in [15], which considered the DTW distance as 

one of the most commonly used metric distance measures for 

flight trajectory data, the proposed technique is able to find 

(near) optimal number of clusters as well as (near) optimal 

cluster centers during the clustering process and reduce the 

dimensionality of the search space and improve the 

performance. 

 Application 2: ERP in transportation systems 
Early detection of the outlier is critical for monitoring and 

managing the condition of railway transportation systems. 

Railway transportation requires railway systems to be fault 

tolerant and safe. Failures of railway point systems often lead 

to service delays or hazardous situations. The condition 

monitoring system used to detect the early signs of the 

deteriorated condition of railway point systems for 

investigation of anomalies and prevent failures. 

A methodology for early warning of possible point failure 

through early detection of changes in the current drawn by the 

point motor proposed in [28], which use the one class support 

vector machine classification method with the similarity 

measure of ERP taking into account specific features of the 

data in railway transportation systems field. It is able to detect 

the changes in the measurements of the current of the point 

operating equipment with greater accuracy compared with the 

commonly used threshold based technique. 

3.3.2 Application Scope of the Elastic Similarity 

Measures Based on the Matching Threshold: 

Image and Video Analysis 
The image and video analysis include a closely related broad 

fields such as image pattern recognition, image and video 

retrieval and authentication, image and video classification, 

video surveillance, video event recognition, video tracking, 

computer vision, machine vision, etc.  

The similarity measures in the second approach of proposed 

classifications have threshold setting characteristic which can 

handle noise and outliers properly. One of a major challenge 

in these fields is the detection of abnormal events and noise 

handling, so the second approach similarity measures of our 

framework classifications can be used on this issue. 

 Application 1: LCSS in video surveillance  

Detection of abnormal events in video surveillance systems is 

based on the analysis of the trajectories of moving objects in a 

controlled scene. The comparative experimental results in [25] 

demonstrate that the LCSS is the most accurate and efficient 

for the clustering task even in the case of different sampling 

rates and noise in the four distances widely used as 

trajectories’ similarity measure. Based on their generic 

adopted process for an abnormal event detection, firstly 

normal/abnormal clusters from saved trajectories through an 

unsupervised clustering algorithm has been extracted and 

then, a new detected trajectory considered and classify as 

either normal or abnormal.  

The similarity between trajectories is a critical step while 

analyzing trajectories since it affects the quality of further 

applications such as clustering and classification.  

 Application 2: EDR in  computer vision 

There is a need for simulation of computer vision systems 

applied to crowd monitoring. Simulation the most important 

aspects of crowds for performance analysis of computer based 

video surveillance systems is done in [29].  

The optimized crowd simulation algorithms can be utilized in 

computer vision research, for example, provide predictions of 

pedestrian locations in multi people tracking tasks, in [24] 

refine crowd simulation algorithms by optimizing their 

parameters based on EDR has been done and the result 

demonstrates that this approach significantly reduces the 

distance between the simulated trajectories of individuals and 

the trajectories extracted from real video. 

4. CONCLUSION AND FUTURE 

DIRECTIONS 
In this paper, an analytical framework for elastic similarity 

measures based time series pattern recognition as, FESM for 

short, was developed. FESM consists of three main 

components: 1) Classification of elastic similarity measures of 

time series, 2) Comparative evaluation of classified similarity 

measures based on proposed qualitative evaluation criteria, 

and 3) Application scopes of classified similarity measures. 

Two main approaches were presented in the first component 

as: 1) Elastic similarity measures based on the Lp norms, and 

2) Elastic similarity measures based on the matching 

threshold. These two main approaches had different types, 

which were described in details. The second components of 

FESM was done the comparative evaluation of classified 

similarity measures based on proposed qualitative evaluation 

criteria and finally in the third component, the application 

scopes of classified similarity measures were demonstrated.  

The outcomes of this research will help to researchers for the 

quick understanding and compare of time series similarity 

measures, and selection the best of existing similarity 

measures fits the need. 

Many researchers have proposed hybrid methods which use 

multiple similarity measures. Hybrid methods have improved 

the performance of existing similarity measures in various 

application scopes. In the future work, a framework for novel 

hybrid similarity measures which have proposed in recent 

years, will be proposed. 
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