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ABSTRACT 
Image restoration is process of recovering the original image by 

removing noise and blur from image. Image blur is difficult to 

avoid in many situations like photography, to remove motion 

blur caused by camera shake, radar imaging to remove the effect 

of image system response, etc. Image noise is unwanted signal 

which comes in image from sensor such as thermal or electrical 

signal and Environmental condition such as rain, snow etc. 

Researchers have proposed many methods in this regard and in 

this paper we will examine and discuss different noise and blur 

models and restoration methods. 
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1. INTRODUCTION 
Digital images are electronic snapshots of a scene, which 

composed of typically picture elements in a grid formation   

known as pixels. Each pixel holds a value which is     quantized 

that represents the tone at a specific point. Images are obtained 

in areas ranging from everyday photography to astronomy, 

remote sensing, microscopy, medical imaging etc. 

Image restoration uses a priori knowledge of the degradation. It 

formulates and evaluates the objective criteria of goodness. The 

distortion in image can be modeled as noise or blur or a 

degradation function. Unfortunately all images are more or less 

blurry. This is due to the reason that there is a lot of interference 

in the camera as well as in the environment.  Blurring of an 

image can be caused by many factors such as movement during 

the capture process, using wide angle lens ,using long exposure 

times, etc.[1-2]. 

1.1 Degradation Model 
The degradation process can be viewed with the following 

system. The degraded function is low pass filter. 
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Fig 1: Degeadation Model 

The original input is a two-dimensional image f(x, y). This 
image is operated on the system h(x, y) and after the addition of 
noise n(x, y). One can obtain the degraded image g(x, y). Digital 
image restoration may be visualized as a process in which we 
try to obtain an approximation to f(x, y). The blurred image can 
be described with the following equation. [3] 

g(x,y) = h(x,y) * f(x,y) + n(x,y)                    (1) 

1.2 Blur model 
1.2.1 Gaussian blur 
It is type of image blurring filter which use Gaussian function 

for calculating transformation applied on each pixel. The 

equation of Gaussian function is  

 G 𝑥 =
1

 2𝜋𝜎
𝑒

 −𝑥 2

2𝜎2 (2) 

Where x is distance from origin in horizontal axis and σ is 

standard deviation of Gaussian distribution. 

1.2.2 Motion Blur 
Motion blur occur in image due to camera misfocus and change 

in angle during taking of picture. 

1.2.3 Rectangular blur 
This is blurring in image with specific rectangular area. Blur in 

image can be identified at any part based on this it can be 

circular and rectangular. 

1.2.4 Defocus blur 
Defocus blur occurs in image when camera is improperly 

focused on image. The resolution of image medium depends on 

amount of defocus. If there is more tolerance of image there is 

low resolution in image. For good resolution of image defocus 

in image should be minimize.  

1.3 Noise model 
Noise is unwanted variation in image. It results in change in 

visibility of an image. Digital images which are related to digital 

signals are normally corrupted by many types of noise, from 

which some most occurring noise are Gaussian noise, Salt and 

pepper noise (Impulse noise), Uniform noise, Brownian Noise, 

Inverse f Noise. These noise are represented by following 

formulae. 

1.3.1 Gaussian noise 
𝑃𝐷𝐹

𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛  = 
1

 2𝜋𝜎
𝑒
 𝑔−𝑢 2

2𝜎2

               (3)     

Where  

                   g=gray level 

𝜇=mean 

𝜎=standard deviation 

1.3.2 Salt and pepper noise (Impulse noise) 

𝑃𝐷𝐹𝑠𝑎𝑙𝑡  𝑎𝑛𝑑  𝑝𝑒𝑝𝑝𝑒𝑟 =  
𝐴  𝑓𝑜𝑟 𝑔 = 𝑎 "𝑝𝑒𝑒𝑝𝑒𝑟" 

𝐵  𝑓𝑜𝑟 𝑔 = 𝑏 "𝑠𝑎𝑙𝑡" 
  (4) 

1.3.3 Uniform noise 

P 𝑧 =  
1

𝑏−𝑎
               𝑖𝑓 𝑎 ≤ 𝑧 ≤ 𝑏

0                     𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

 (5) 
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1.3.4 Brownian Noise 

W 𝑡 =   𝑑𝑤 𝑡 
𝑡

0
  (6) 

2. RESTORATION TECHNIQUES 

2.1 Median filter 
As the name implies the median filter is statistics method. In 

this method we find the median of the pixel the replace the pixel 

by median of the gray levels in their neighborhood of that pixels 

[2].The median filter is used to remove the salt and pepper 

noise. It has capability with considerably less blurring than liner 

smoothing filters of the similar size. In other words we can say 

that Median filtering is a widely used and very important 

techniques of filtering and best known for its excellent noise 

reduction ability from the images. 

 
 

Fig 2: Median filter 

By the filtering it keeps the edges while removing the noise. 

This makes the image not to blur as other smoothing methods. 

[14] 

2.2 Adaptive filter 
Adaptive filter is type of linear filter that has transfer function 

controlled by variable parameter. Adaptive filter use the color 

and gray space for removal of impulsive noise in images. All 

processing is done on the basis of color and gray space. 

Adaptive filter are used to remove the effect of speckle noise. 

This can provide the best noise suppression results and better 

preserve edges, thin lines and image details and yield better 

image quality in comparison to other filters. 

 

2.3 Linear filter 
In linear filter each pixel is replace with linear combination of 

its neighbors. Image processing operations are implemented 

with linear filter include sharpening, smoothing and edge 

enhancement. In linear filter output change linear with input. 

With the help of linear filter we can easily remove the noise 

from the image. This filter can be implemented on salt and 

pepper noise and Gaussian noise. [14] 

 

2.4 IBD (Iterative Blind Deconvolution) 
Iterative Blind Deconvolution (IBD) was put forward by Ayers 

and Dainty (1988). It is one of the methods used in blind 

Deconvolution. This method is based on Fourier Transformation 

causes less computation. Iterative Blind Deconvolution has 

good anti-noise capability. In this method image restoration is 

difficult process where image recovery is performed with little 

or no prior knowledge of the degrading PSF. The Iterative Blind 

Deconvolution algorithm has higher resolution and better 

quality. The main drawback is that convergence of the iterative 

process is not guaranteed. But the original image can have effect 

on the final result.  

 

2.5 NAS-RIF (Nonnegative and Support 

Constraints Recursive Inverse Filtering) 

The aim of blind Deconvolution is to reconstruct a reliable 

estimated image from a blurred image. D.Kundur put forward 

NAS-RIF algorithm (Nonnegative and Support Constraints 

Recursive Inverse Filtering) to achieve this aim.  

In NAS-RIF algorithm based on given image make an 

estimation of target image. The estimation is made by 

minimizing an error function which contains the domain of 

image and nonnegative information of pixels of image.  There is 

a feasible solution that makes the error function globally 

optimized. In theory, the estimation is equivalent to the real 

image. The advantage of this algorithm is we don't need to 

know about the parameters of PSF and the priori information of 

original image, all we have to determine support domain of 

target area and to make sure the estimation of image is 

nonnegative. Another advantage is that this algorithm contains a 

process which makes sure the function can convergent to global 

least. The disadvantage of NAS-RIF is that it is sensitive to 

noise, so it is only proper for images with symmetrical 

background. 

2.6  Super-resolution restoration algorithm 

Based on gradient adaptive interpolation 
The basic idea of the gradient-based adaptive interpolation is 

that the interpolated pixel value is affected by the local gradient 

of a pixel, mainly in edge areas of the image. The more 

influence it should have on the interpolated pixel the smaller the 

local gradient of a pixel. The method involves three subtasks: 

registration, fusion and deblurring. Firstly we utilize the 

frequency domain registration algorithm to estimate the motions 

of the low resolution images. According to the motion the low 

resolution images are mapped to the uniform high resolution 

grid, and then the gradient based adaptive interpolation is used 

to form a high resolution image. Finally, wiener filter is applied 

to reduce the effects of blurring and noise caused by the system. 

The main advantage of this algorithm is low computation 

complexity.[16] 

2.7 Deconvolution Using a Sparse Prior 
This algorithm [7] formulates the Deconvolution problem as 

given the observation determining the maximum a-posterior 

estimate of the original image. Furthermore, the algorithm 

exploits a prior enforcing spatial-domain sparsely of the image 

derivatives. The resulting non-convex optimization problem is 

solved using an iterative re-weighted least square method. 

Although this algorithm has not been natively devised for 

Poisoning observations, it has been rather successfully applied 

to raw images. By the selection of the smoothness-weight 

parameter allowing a sufficient number of iterations we can get 

better result. 

2.8 Block-matching 
Block-matching is employed to find blocks that contain high 

correlation because its accuracy is significantly impaired by the 

presence of noise. We utilize a block-similarity measure which 

performs a coarse initial denoising in local 2D transform 

domain. In this method image is divided into blocks and noise 

or blur is removed from each block. 

2.9  LPA-ICI algorithm 
The LPA-ICI algorithm is nonlinear and spatially-adaptive with 

respect to the smoothness and irregularities of the image and 

blurs operators. Simulation experiments demonstrate efficiency 

and good performance of the proposed Deconvolution 

technique. 
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2.10 Wiener filter 
Wiener filter includes both the degradation function and 

statistical characteristics of noise into the restoration process. 

The method is considered on the basis of images and noise as 

random processes and the objective is to find an estimate 

function of the uncorrupted image f such that wiener filter 

minimize the mean square error. It is assumed that the images 

and the noise are uncorrelated; that one or the other has zero 

mean and that the gray levels in the degraded image is linear 

function of estimation.[2] 

2.11 Deconvolutionusing Regularized Filter 

(DRF) 
Deconvolution by Regularized filtering [2] is another category 

of Non-Blind Deconvolution technique. When constraints like 

smoothness are applied on the recovered image and limited 

information about the noise is known, then regularized 

Deconvolution is used effectively. The degraded image is 

actually restored by constrained least square restoration by 

using a regularized filter. In regularized filtering less prior 

information is required to apply the restoration. Regularization 

can be a useful tool, when statistical data is unavailable. 

Moreover, this framework can be extended to adapt to edges of 

image, noise that is varying spatially and other challenges.  

2.12 Lucy- Richardson Algorithm 

Techniques 
Image restoration method is divided into two types one is blind 

and other is non blind deconvolution. The non-blind de-

convolution is one in which the PSF is known. The Richardson–

Lucy deconvolution algorithm has become popular in the fields 

of medical imaging and astronomy. Initially it was found in the 

early 1970’s from byes theorem by Lucy and Richardson. In the 

early 1980’s it was redeliver by Verdi as an algorithm to solve 

emission tomography imaging problems, in which Poisoning 

statistics are dominant. Lucy Richardson is nonlinear iterative 

method. During the past two decades, this method have been 

gaining more acceptance as restoration tool that result in better 

than those obtained with linear methods. 

Thus for restored image of good quality the Number of 

iterations is determined manually fore very image as per the 

PSF size. 

The Richardson–Lucy algorithm is an iterative procedure for 

recovering a latent image that has been the blurred by Known 

PSF. 

𝑐𝑖= 𝑝𝑖𝑗 𝑢𝑗 (6) 

Where 𝑝𝑖𝑗 is the point spread function (the fraction of light 

coming from true location j that is observed at position i), 𝑢𝑗 is 

the pixel value at location j in the latent image, and 𝑐𝑖 is the 

observed value at pixel location i. The statistics are performed 

under the assumption that𝑢𝑗 are Poisson distributed, which is 

appropriate for photon noise in the data. The basic idea is to 

calculate the most likely 𝑢𝑗giventhe observed 𝑐𝑖and known𝑝𝑖𝑗 .It 

is iterative approach of image restoration. This technique is used 

where noise function is not known.[4] 

1. Point Spread Function(PSF) 

Point Spread Function (PSF) is the degree to which an optical 

system blurs (spreads) a point of light. The PSF is the inverse 

Fourier transform of Optical Transfer Function(OTF) in the 

frequency domain, the OTF describes the Response of a linear, 

position-invariant system to animpulse.OTF is the Fourier 

transfer of the point (PSF). [5] 

 

2.13 Neural Network Approach 
Neural network is a form of multiprocessor computer system, 

with simple processing elements, interconnected group of 

nodes. These  

 

Fig 3: Artificial neural network 

Interconnected components are called   neurons, which send 

message to each other. When an element of the neural network 

fails, it can continue without any problem by their parallel 

nature. [9] 

ANN provides a robust tool for approximating a target function 

given a set input output example and for the reconstruction 

function from a class images. Algorithm such as the Back 

propagation and the Perception use gradient- decent techniques 

to tune the network parameters to best-fit a training set of input-

output examples. Back propagation neural network approach for 

image restoration is capable of learning complex non-linear 

function this method calculate gradient of function with respect 

to all weight in function.[10] 

2. Back propagation algorithm 

The BPN contain three layers. Input layer, hidden layer and 

output layer. During training phase data is given into input 

layer. In each layer weight is given to each node in a layer. Then 

weight is summed up and given to next hidden layer.The output 

of hidden layer act as input for next layer. Once Training phase 

is completed then it is easy to estimate amount of blur in image. 

 

3. PERFORMANCE PERAMETER 

3.1 Peak signal to noise ratio (PSNR) 
PSNR is the ratio between maximum possible power of a signal 

and the power of distorting noise which affects the quality of its 

representation. It is defined by:  

PSNR=20log10  
𝑀𝐴𝑋𝑓

 𝑀𝑆𝐸
 (7) 

Where MAXfmaximum signal value that exists is in our original 

image 𝑀𝑆𝐸  is root mean square error. 

3.2 Mean square error (MSE)  
The MSE is the cumulative square error between the encoded 

and the original image defined by:  

MSE=
1

𝑚𝑛
    𝑓 𝑖, 𝑗 − 𝑔(𝑖, 𝑗) 2  𝑛−1

0
𝑚−1
0 (8) 

Where, f is the original image and g is the uncompressed image. 

The dimension of the images is m x n. Thus MSE should be as 

low as possible for effective compression.  

4. CONCLUSION 
There are many deblurring techniques. After conducting 

literature survey on various image deblurring techniques 

proposed by different researchers. Restoration or Deblurring 

blur from images is a difficult problem to resolve. It is 

concluded from above techniques that Lucy and wiener filter 



International Journal of Computer Applications (0975 – 8887) 

Volume 150 – No.12, September 2016 

33 

give better results as compare to other techniques. For further 

advancement we try to apply neural network on these 

techniques. These Results are concluded on the basis of MSE 

and PSNR parameters. 
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