
International Journal of Computer Applications (0975 – 8887) 

Volume 152 – No.8, October 2016 

33 

Prediction of Study Track using Decision Tree and 

Aptitude Test 

Deepali Joshi 
Assistant Professor 

Mumbai, India 

 

 

ABSTRACT 
 In order to succeed in the competitive environment it is 

essential to be successful in academics. The basic education is 

from 1st to 10th standard and once 10th standard is complete 

there are various courses that can be selected by the students 

such as Science, Commerce, Arts and Diploma. It becomes 

difficult to identify the suitable stream. The proposed system 

can be used to solve the problem. The proposed system 

implements two methods to generate solution. The Aptitude 

Test predicts the suitable stream depending upon the 

intellectual capability of the student. Apart from this 

prediction is done depending on the ssc marks obtained by the 

student. The combination of these two methods is also 

implemented to get more accurate results. The proposed 

system not only predicts the stream but also specifies the 

colleges for the predicted stream depending upon the location 

of student and also gives information about vocational courses 

that the student can pursue after 10th. 
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1. INTRODUCTION 
As the basic education is complete the student have to select 

the stream and it is essential to select the appropriate stream. 

If correct field is selected by students then they will be 

successful in their careers [1].  Once ssc is complete various 

courses are available like Science, Commerce, Arts and 

Diploma [6]. Due to various available options it becomes 

difficult to choose the suitable field. A technique is required 

through which the students will be able to evaluate the 

suitable stream. Solutions are available in order to solve this 

problem but they do not provide appropriate results. One 

method which is used to specify the stream is the Aptitude 

Test Method. The aptitude test consists of Questions and 

Answers. The student have to answer the given question. The 

questions are based on streams like Science, Commerce, Arts 

and Diploma. The aptitude test intellectual capability of the 

student can be assessed and the suitable stream can be 

predicted to the student. The paper contains detailed 

information about Building the Model, Data Collection, 

Tools, Implementation, Solution, Results and Conclusion and 

followed by references. 

2. BUILDING THE MODEL 
Data Mining means extracting the knowledge from large 

amount of data.  Decision Tree is a classification technique[9], 

it is a tree structure which consists of nodes, leaf node, non-

leaf node, root node. Various algorithms are available for 

generating decision tree. The algorithms used in the system 

are C4.5, NBTree. The C4.5 algorithm is used for predicting 

the stream based on ssc marks. The NBTree algorithm will 

predict the stream based on aptitude test.  

 

In order to generate the results WEKA API is used. The data 

has to be supplied to Weka API and is supplied in the form of 

arff files. Three arff files are used Train, Test, New. The train 

data is supplied to the WEKA API so that it can learn from the 

trained data set and can generate the results. The generated 

result will again be stored in the training data set so it can be 

used for the next input. 

3. DATA COLLECTION 
In order to implement the system data is required and this data 

is to be provided to the algorithms to generate the results.  To 

predict the streams based on ssc marks SSC mark-sheets were 

gathered from the students. The SSC marks were also 

gathered from college students.  

To predict the streams based on aptitude test the questions and 

their correct answer along with three other answer options will 

be displayed.  The data for aptitude test is gathered from the 

10th standard text books as well as the internet. The questions 

and answers are from streams like Science, Commerce, Arts, 

Diploma. 

4. RELATED WORK 

4.1 C4.5 
The C4.5 algorithm is a successor to ID3 and it can handle 

categorical as well as continuous attributes to build a decision 

tree[6]. The C4.5 algorithm uses the divide and conquer 

technique. The C4.5 is used due to various advantages, It can 

handle the continuous and discrete values, It can handle 

missing values.  In order to handle continuous attributes, C4.5 

splits the attribute values into two partitions based on the 

selected threshold such that all the values above the threshold 

as one child and the remaining as another child. It also handles 

missing attribute values. 

4.2 NBTree 
NB Tree is a hybrid of Naive Bayes classifier and 

classification[6]. The NB Tree model can be described as a 

decision tree with nodes and branches. Given the A set of 

instances of the algorithm evaluation node "Practice" for each 

division of the property.  

5. DATASET 
The data set used in this research was obtained by collecting 

the ssc mark-sheets from students as well as the stream 

selected by them. As the students complete ssc they can select 

courses such as Arts, Science, Commerce, Diploma. There are 

four classes based on which the algorithms give the 

prediction. 

Table 1: Prediction Classes 

Class 

Arts 

Science 
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Commerce 

Diploma 

6. EVALUATION 

6.1 Precision 
Precision is a measure of the accuracy provided that a specific 

class has been predicted. It is defined by:      Precision = tp/(tp 

+ fp)   , where tp and fp are the numbers of true positive and 

false positive predictions for the considered class.  

The Precision for four classes can be calculated as:  

1. PrecisionDiploma = tpDiploma/(tpDiploma + eba + 

eCA + eDA)                            (1) 

2. PrecisionCommerce = tpCommerce /(tpCommerce + 

eAB + eCB + eDB)    (2) 

3. Precision Science = tpScience /(tpScience + eAC+ 

eBC+ eDC)                                 (3) 

4. Precision Arts = tpArts /(tpArts + eAD + eBD+ 

eCD)                                            (4) 

6.2 Recall 
Recall is a measure of the ability of a prediction model to 

select instances of a certain class from a data set. It is 

commonly also called sensitivity, and corresponds to the true 

positive rate. It is defined by the formula:   

Recall = Sensitivity = tp/(tp+fn)  

where tp and fn are the numbers of true positive and false 

negative predictions for the considered class. tp + fn is the 

total number of test examples of the considered class. 

The Recall for four classes can be calculated as:  

1. RecallDiploma = 

tpDiploma/(tpDiploma+eAB+eAC)        (5) 

2. Recall Commerce = tpCommerce /(tpCommerce + 

eBA + eBC + eBD)     (6) 

3. Recall Science = tpScience /(tpScience + eCA+ 

eCB+ eCD)                                 (7) 

4. Recall Arts = tpArts /(tpArts + eDA + eDB+ eDC)                                                       

(8) 

6.3 fMeasure 
fMeasure is a measure that combines precision and recall  is 

the harmonic mean of precision and recall.   

 F-measure  =  2*(Precision*Recall / 

(Precision+Recall))                            (9) 

7. RESULTS 
The Table represent the results for C4.5 and NBTree 

algorithms based on four classes Arts, Science, Commerce, 

Diploma.  For students classified as Arts class the prediction 

value is most accurate given the recall value =1, precision 

value=0.833 and fmeasure=0.909. For students classified as 

Commerce class the prediction value is most accurate given 

the recall value =0.923, precision value=1 and fmeasure=0.96. 

. For students classified as Diploma class the prediction value 

is most accurate given the recall value =0.923, precision 

value=0. 923 and fmeasure=0. 923.  For students classified as 

Science class the prediction value is not accurate given the 

recall value =0.923, precision value=0. 923 and fmeasure=0. 

923.    

Table 2: Precision Statistics Comparison 

Class C4.5 NBTree 

Arts 0.8 0.833 

Science 0.867 0.923 

Commerce 0.923 1 

Diploma 0.909 0.923 

 

Fig 1: Precision Statistics 

Table 3: Recall Statistics Comparison 

Class C4.5 NBTree 

Arts 0.8 1 

Science 1 0.923 

Commerce 0.923 0.923 

Diploma 0.769 0.923 

 

Fig 2: Recall Statistics 

Table 4: fMeasure Statistics Comparison 

Class C4.5 NBTree 

Arts 0.8 0.909 

Science 0.929 0.923 

Commerce 0.923 0.96 

Diploma 0.833 0.923 
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Fig 3: fMeasure Statistics 

The Aptitude Test method was conducted for twenty-five 

students of Abhinandan Classes. Each and every student 

personally gave the aptitude test on separate machines and the 

questions displayed to them were different to make sure that 

their intellectual capability is tested in a efficient way. The 

aptitude test method worked successfully and predicted the 

suitable stream for individual student. 

The chart specifies the result of the Aptitude Test. There are 

four streams Science, Commerce, Arts, Diploma. Out of 

twenty-five students, science was the suitable stream for eight 

students and in percentage it can be specified as 32%, 

commerce for five students and percentage is 20%, arts for 

three students and percentage is 12%, diploma for nine 

students and can be specified as 20%.  

 

Fig 4: Prediction Statistics 

8. CONCLUSION 
The system takes input from the students and predicts the 

stream suitable for them due to which the student will be 

successful in the academics. The system predicts the result on 

the basis of ssc marks and the aptitude test. The prediction by 

ssc marks also considers marks of combination of subjects to 

give the prediction. Based on the location of student the 

colleges providing the predicted stream will be specified. The 

detailed information about the colleges is provided to the 

students as well as the courses offered by them, so that the 

searching time can be minimized. Apart from the information 

about various vocational courses is given to the student. The 

system uses two algorithms for prediction C4.5 and NBTree. 

There are four classes Arts, Science, Commerce, Diploma. 

The algorithms are compared using several factors such as 

precision, recall, fmeasure and the analysis shows that 

prediction by NBTree is accurate. The NBTree algorithm 

gives the most accurate for Arts, Commerce, Diploma classes.  

The future scope is that it can be implemented for 12th 

standard students also to help them to select the suitable 

streams. 
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