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ABSTRACT 

The swarm intelligence plays vital role in feature reduction 

process in cyber-attack detection. The family of swarm 

intelligence gives bucket of algorithm for the processing of 

feature reduction such as ant colony optimization, particle 

swarm optimization and many more. In family of swarm new 

algorithm is called glowworm optimization algorithm based 

on the concept of luciferin. The luciferin collects the similar 

agent of glow and proceeds the minimum distance for the 

processing of lights. Such concept used for the reduction of 

feature in cyber-attack classification. The reduce attribute 

classified by well know classifier is called support vector 

machine. The combination of support vector machine and 

glowworm swarm optimization performs very well in 

compression of pervious feature reduction technique. The 

proposed algorithm is implemented in MATLAB software, for 

the validation of algorithm used KDDCUP99 dataset. 
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1. INTRODUCTION 
Now a day’s internet based services faced a problem of cyber 

threats and attack. The cyber-attack performs illegal activity 

over computer and network. The cyber-attack damages 

computer software and meaningful information over the 

internet communication. For the detection and prevention of 

cyber-attack various approach are used such as system level 

approach and algorithm level approach. The system level 

approach used hardware based firewall and intrusion detection 

system. The intrusion detection system is very famous tools 

for the detection and prevention of cyber-attack. The intrusion 

detection process is slow detection and compromised with the 

performance of cyber-attack data.  In current scenario various 

authors used feature reduction technique for the improvement 

of cyber detection. The feature reduction process used various 

algorithms such as particle swarm optimization, ant colony 

optimization and many more swarm based algorithm. For the 

reduction of feature also used some pattern recognition based 

algorithm such as PCA, LDPA and neural network tools. The 

reduce feature set of intrusion increases the efficiency of 

intrusion detection system. In this paper proposed an efficient 

feature reduction technique based on glowworm optimization 

technique. The glowworm optimization technique works with 

combination of support vector machine. The support vector 

machine is well known feature based classification technique. 

In GSO, a swarm of agents are initially randomly distributed 

in the search space so that they are well dispersed. In fact, the 

agents start from the edge of the search space when they 

entered an unknown environment. Therefore, in this paper, all 

the agents are initially placed in the edge of the search space. 

GSO algorithm uses a fixed step-size movement mechanism.  

The applied glowworm optimization technique reduces the 

static nature of attribute in intruder file. The reduce feature set 

proceed for the process of classification. The process of 

classification used support vector machine. The support vector 

machine is binary regression tools used for the process for 

data categorization. For the process of classification in 

support vector machine used RBF kernel function as margin 

separate. For the evaluation of performance used KDDCUP99 

dataset. The KDDCUP99 dataset obtained from MIT 

laboratory. The KDDCUP99 dataset contains 7 lacks instance 

of data. The 7 lacks instance contains all types of attack data 

and normal communication data. Rest of this paper is 

organized as follows In Section II. Discuss about glowworm 

optimization and support vector machine. Section III. Discuss 

the proposed algorithm. Section IV. Discuss Experimental 

analysis. Section V. Discuss about Comparative result 

analysis. Finally, Concluded in Section VI. 

2. GLOWWORM OPTIMIZATION 

TECHNIQUE & SUPPORT VECTOR 

MACHINE 
The glowworm optimization technique and support vector 

machine work combined and improved the performance of 

cyber-attack detection.  

The KDDCUP99 dataset is basically mixed categories data. 

The mixed categories data cannot directly proceed for the 

feature reduction. For the feature reduction, the data 

transformation is required. The data transformation process 

used the min-max algorithm for the process of data 

conversion. The min-max algorithm converts the complete 

data in form of numeric data. 

For the process of feature reduction the transform data passes 

through glowworm optimization algorithm. Initially all data of 

KDDCUP99 is distributed in from of glowworm and process 

for the local decision. The mapped data designed the objective 

function J(xi(t)) at its current location xi(t) into α luciferin 

value li and broadcasts the same within its neighborhood. The 

set of neighbor (Ni(t)) of glowworm i consists of those 

glowworm that have relatively higher luciferin value that are 

located within a dynamic decision domain and updating by 

formula 1 at each iteration. 

Local decision range update is given by equation 1 



International Journal of Computer Applications (0975 – 8887) 

Volume 155 – No 10, December 2016 

34 

𝑟𝑑
𝑖  𝑡 + 1 

= 𝑚𝑖𝑛  𝑟𝑠,𝑚𝑎𝑥 0, 𝑟𝑑
𝑖  𝑡 + 𝛽(𝑛𝑡

−  𝑁𝑖(𝑡) )  …………………………… (1) 

And 𝑟𝑑
𝑖  𝑡 + 1  is glowworm is local decision range at the t+1 

iteration, rs is the sensor range, nt is the neighborhood range. 

The number of glow in local decision range is given by 

equation (2) 

𝑁𝑖 𝑡 = 𝑗 : 𝑥𝑖  𝑡 −𝑥𝑖 (𝑡) <𝑟𝑑
𝑖  ;𝑙𝑖 𝑡 <𝑙𝑖(𝑡) ……………………………………(2) 

And xi(t) is the glowworm I position at the t iteration(t) is the 

glowworm i luciferin at the t iteration the set of neighbor of 

glowworm  i consist of those glowworm that have relatively 

higher luciferin value and that are located within dynamic 

decision domain whose range 𝑟𝑑
𝑖  is bounded above by a 

circular sensor range. 

Each glowworm is given in equation (3) 

𝑝
𝑖𝑗  𝑡 =

𝑙𝑖 𝑡 −𝑙𝑖(𝑡)

 𝑙𝑘  𝑡 −𝑙𝑖(𝑡)𝑘∈𝑁𝑖 (𝑡)
………………………………………………..(3)

 

Movement update is given in equation (4) 

𝑥
𝑖 𝑡+1 =𝑥𝑖 𝑡 +𝑠 

𝑠𝑗  𝑡 −𝑥𝑖  𝑡 

 𝑥𝑗  𝑡 −𝑥𝑖  𝑡  
 ……………………………………(4)

 

Luciferin update is given in equation (5) 

𝑙𝑖 𝑡 = 1−𝜌 𝑙𝑖 𝑡−1 +𝛾𝑗  𝑥𝑖  𝑡  ………………………………………(5) 

And li(t) is a luciferin value of glowworm i at the t iteration, P 

belong (0,1) lead to the reflection of the cumulative kindness 

of the path followed by the glowworm in their current 

luciferin values the parameter Y only scale the function 

values, J(xi(t)) is the value of test function. Finally gets the 

reduce feature. The reduce feature set pass through support 

vector machine and finally cyber-attack detected. 

We begin by discussing a soft margin SVM learning 

algorithm written by Cortes, which is sometimes called c-

SVM. This SVM classifier has a slack variable and penalty 

function for solving non-separable problems. First, given a set 

of points   𝑥𝑖∈𝑅
𝑑   , i=1,……,l and each point    𝑥𝑖  belongs to 

either of two classes with the label  𝑦𝑖∈{+1,-1}.These two 

classes can be applied to anomaly attack detection with the 

positive class representing normal and negative class 

representing abnormal. Suppose there exists a hyper-plane 

𝑊𝑇𝑥𝑖  + b = 0 that separates the positive examples from the 

negative examples. That is, all the training examples satisfy: 

𝑊𝑇𝑥𝑖  + b≥  +1 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥𝑖∈ P 

𝑊𝑇𝑥𝑖  + b≥  −1 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥𝑖∈ P                         (1) 

𝑊𝑇  s an adjustable weight vector, 𝑥𝑖   is the input vector and is 

the bias term. 

Equivalently: 

𝑦𝑖 .  𝑊
𝑇 . 𝑥𝑖 − 𝑏  ≥ 1∀𝑖, = 1…𝑁                    (2) 

In this case, we say the set is linearly separable. 

 

Figure 1: Separable hyper-plane between two datasets 

3. PROPOSED ALGORITHM 
In this section discuss the proposed algorithm for feature 

reduction of intruder file using glowworm swarm 

optimization and detection using support vector machine. The 

glowworm optimization algorithm based on the concept of 

shared neighbor for the collection of glow. 

Step 1 Transformation of KDDCUP99 Dataset 

Let us consider {𝐷  𝑖, 𝑗 Ι𝑖 = 1, 2,… . . ,𝑛 ; 𝑗 = 1, 2,… , 𝑝} is 

the KDDCUP99 data transform for the processing of feature 

reduction, the transform data mapped according to glowworm 

map function by equation (1) and equation (2) 

For mapping, glowworm swarm processing. 

𝐺 𝑖, 𝑗 =
 𝑥∗ 𝑖 ,𝑗  −𝑥𝑚𝑖𝑛  𝑗   

(𝑥𝑚𝑎𝑥  𝑗  −𝑥𝑚𝑖𝑛  𝑗  )
                                        (1) 

Mapping feature data validated the attribute of agent for the 

processing of reduction: 

𝑅 𝑖, 𝑗 =
 (𝑥𝑚𝑎𝑥  𝑗  −𝑥∗ 𝑖,𝑗   

(𝑥𝑚𝑎𝑥  𝑗  −𝑥𝑚𝑖𝑛  𝑗  )
                                        (2) 

Where 𝑥𝑚𝑖𝑛  𝑗 the minimum agent for the reduction 𝑗, and 

𝑥𝑚𝑎𝑥  𝑗 is the dynamic change attribute for the processing of 

reduction.𝑗.  

Step 2 Calculate the reduces feature set for the processing of 

next data𝐹(𝑎). 

{𝑅 𝑖, 𝑗 Ι𝑗 = 1, 2… . , 𝑝} Is mapping of data for the processing 

of grouping for the classification𝑘(𝑖) through Grouping 

𝐺 =   [𝑔 1 ,𝑔 2 ,… . . ,𝑔 𝑛 ] as: 

𝐾 𝑖 =   𝑔 𝑗 𝑘 𝑖, 𝑗 ,      𝑖 = 1, 2,…… .𝑛𝑛
𝑗=1           (3) 

  Then, 𝑘(𝑖) is the relative data for the processing of 

classification. 

The derivation of SVM class for the categorization of data: 

𝐶 𝐾 =  𝐿𝑧𝑇𝑧                                                            (4) 

Where 𝐿𝑧 is the level derivation of relation data of 𝑅(𝑖); 𝑇𝑧 is 

the training sample for define class in formula (5): 

 
 
 

 
 

𝐿𝑧 =   
 (𝑧 𝑖 − 𝐸(𝑧))2𝑛
𝑖 = 1

( 𝑛 − 1)

𝐷𝑇𝑧 =   .

𝑛

𝑖=1

  𝑅 − 𝑟 𝑖, 𝑗  𝑢(𝑅 − 𝑟(𝑖, 𝑗 ))

𝑛

𝑗=1

             (5) 
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Step 3 Defining 𝑅 𝑧 𝑘 , 𝑧 𝑕  as the relative class of support 

vector machine 

𝑑 𝑧 𝑘 , 𝑧 𝑕  

=    𝑧 𝑘 − 𝑧 𝑕   𝑧 𝑘 − 𝑧 𝑕              (6)    

=    𝑧 𝑘 − 𝑧 𝑕  
2
 

𝑘 = 1, 2,……… . . ,𝑁; 𝑕 = 1, 2,……… . . ,𝑁 

𝑁 𝑛 ≥ 𝑁 ≥ 2  is evaluation level of class. And 𝐷𝑞(𝑞 =

1, 2,…… ,𝑁) is used to training pattern of data of 

group𝐺𝑞( 𝑞 = 1, 2,…… ,𝑁),  

Step 4 Determining glowworm agent  

 
𝑠. 𝑡. 𝑎2 𝑗 = 1

𝑝
𝑗=1

1 ≥ 𝑎 𝑗 ≥  0
                                                 (7) 

Step 5 Finally data are categorized in DOS, PROB, U2R and 

R2L 

Step 6 Measure the performance precision, recall and 

accuracy. 

4. EXPERIMENTAL ANALYSIS 
For the validation of feature reduction technique based on 

glowworm swarm optimization and support vector machine 

used MATLAB software and personal computer for the 

simulation purpose. For the validation of proposed algorithm 

used KDDCUP99 dataset. The KDDCUP99 data set contains 

7 lack instance data. These data contain a combination of 

normal activity of network and attack activity of network. The 

KDDCUP99 data set is collection of different types of attack 

data such as DOS, Prob, U2R, R2L and some other attack in 

limited scope. These categories of attack contain some other 
group of attack. The main categories of attack define here in 

form of Table. 

Table 1. Different types of attacks in kdd99 dataset 

Four main class of 

attack 

Overall 22 categories of attack 

Denial of Service (DoS) back, land, neptune, pod, smurt, 

teardrop 

Remote to User (R2L) ftp_write, guess_passwd, imap, 

multihop, phf,spy, warezclient, 

warezmaster 

User to Root (U2R) buffer_overflow, perl, 

loadmodule, rootkit 

Probing(Information 

Gathering) 

ipsweep, nmap, portsweep, satan 

For the evaluation of result used some standard parameter 

such as Precision, Recall and Accuracy. The Precision, Recall 

and Accuracy measure the performance of proposed algorithm 

instead of previous algorithm. The previous algorithm works 

on the basis of common attribute reduction process. The 

common attribute reduction process compromised with the 

selection of parameter for the analysis. 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
  , Recall = 

𝑇𝑃

𝑇𝑃+𝐹𝑁
  , Accuracy = 

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
 

Table 2.  Shows the performance evaluation of given input 

value such as 42, 10, 7 and 5 for the classification method 

such as KNNG and Proposed method. 

o. of 

attrib

ute 

Attrib

ute 

name 

Method Precis

ion 

Recall Accur

acy 

Clas

sific

atio

n 

ratio 

 

42 

 

42 

 

 

KNNG 

 

 

89.79 

 

86.27 

 

83.81 

 

85.8

1 

 

Propose

d 

 

96.30 89.80 

 

88.06 88.9

4 

42 

 

 

10 

 

KNNG  

 

91.55 

 

88.03 

 

85.57 

 

87.5

7 

 

Propose

d 

 

98.06 91.59 

 

89.82 89.6

2 

 

42 

 

 

7 

 

KNNG  

 

93.26 

 

87.29 

 

88.23 

 

89.6

7 

 

Propose

d 

 

96.78 91.56 

 

91.36 91.5

8 

 

42 

 

 

5 

 

KNNG  
94.87 90.48 

 

91.28 

91.4

6 

 

Propose

d 

 

98.79 94.78 

 

94.56 94.2

6 

5. COMPARATIVE RESULT ANALYSIS 

 

Figure 2: Shows that the comparative result graph for the 

KNNG and Proposed method and find the Classification 

Precision, Recall, Accuracy and Classification Ratio for 

the given number of input value, and the number of given 

input value is here 42. 

76
78
80
82
84
86
88
90
92
94
96
98

Comparative result graph for 
input value is 42, with using 
method KNNG and Proposed 

method

KNNG

Proposed
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Figure 3: Shows that the comparative result graph for the 

KNNG and Proposed method and find the Classification 

Precision, Recall, Accuracy and Classification Ratio for 

the given number of input value, and the number of given 

input value is here 10. 

 

Figure 4: Shows that the comparative result graph for the 

KNNG and Proposed method and find the Classification 

Precision, Recall, Accuracy and Classification Ratio for 

the given number of input value, and the number of given 

input value is here 7. 

 

 

Figure 5: Shows that the comparative result graph for the 

KNNG and Proposed method and find the Classification 

Precision, Recall, Accuracy and Classification Ratio for 

the given number of input value, and the number of given 

input value is here 5. 

6. CONCLUSION & FUTURE SCOPE 

The efficiency and scalability of cyber-attack data depends on 

the reduction of feature. The process of feature reduction 

improves the capacity of cyber-attack classification and 

detection of attack. The scope of data and the diversity of 

attribute is minimum the detection ratio is approx. 100% in 

case of the diverse attribute of KDDCUP99 dataset the 

classification ratio is bit low. The combination of glowworm 

swarm optimization and support vector machine algorithm is 

better than KNNGA process of feature reduction and 

classification. The proposed algorithm is very efficient for 

dynamic attribute for the classification problem. The detection 

and classification process is better than previous method. In 

future, uses multi agent glowworm optimization algorithm. 
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