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ABSTRACT 
The efficiency and proper utilization of cloud environments 

depends on the balancing of load. The limited number of 

resource and on demand access of resource creates the 

situation of overloading. The process of overloading degraded 

the performance of cloud environments. Now days used 

various swarm based algorithm for load balancing. In this 

paper proposed coupling based load balancing model based on 

BEE scout. The BEE scout model coupled the virtual machine 

during the allocation of resource. . The scout based technique 

basically used the concept of sharing of virtual machine. The 

shared virtual machine allocated the job in dedicated time 

period for the execution of process.  The proposed model 

simulated in cloudsim simulator and used various parameters 

such as data center, number of user base and many more. The 

proposed model simulate in cloudsim simulator. 
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1. INTRODUCTION 
The load balancing is important area of cloud computing 

environment. The process of balancing balanced the limited 

number of resource and unlimited number of job arrival. The 

process of balancing of workload improved the performance 

of cloud environment. The process of load balancing 

undergone in two different scenario static and dynamic. The 

static balancing technique used the process of CPU scheduling 

and some common data searching technique. The dynamic 

load balancing adds some extra process and increase the cost 

of balancer. Now a day the dynamic load balancing technique 

used heuristic based function. The heuristic based function 

swarm intelligence for the purpose of balancing.  The 

dynamic load balancing model consist of distributed 

computing technique for the controlling of load over the cloud 

environment. Now a day the public cloud computing 

environment used cloud partition technique. the cloud 

partition technique, divided the cloud load into serval part and 

then apply the process of balancing.  In this paper used the 

graph theory based load balancing technique, these techniques 

divide the load in three situations one is under load, two is 

ideal situation and finally situation is overload. The all 

situated virtual machine mapped according to their total 

capacity of load. The all capacity of virtual machine sharing 

based. The shared load by virtual machine map the situation 

of cloud environment.  The haring of graph node imports the 

load of virtual machine for one node to another node. The 

time allocation frame slot used the concept of queuing theory 

for the handling the job according to the job frame. All 

resources in clouds are dynamic and scalable. Cloud 

computing ensures sharing of resources and common 

infrastructure to offer services to users, so that operations 

meet applications needs. Resource’s/device’s location is 

unknown to network’s end user. Users can also 

develop/manage cloud applications with the cloud making 

resources virtualization by maintaining/managing itself. Rest 

of this paper is organized as follows in Section 2 discusses 

about BEE Scout technique in cloud computing environment 

description, Section 3 discusses about the proposed algorithm. 

Sections 4 describe the simulation process of proposed model 

and finally discuss the conclusion &future scope in Section 5. 

2. BEE SCOUT 
The colonies of Bee play major role in problem optimization 

for the enhancement of process. The colonies of Bee create 

the Scout of leaving and new enter bee scenario. The 75% Bee 

leave the scout and execute the new process for the forging 

process. The bee scout process are used in the balancing of 

load and job scheduling for cloud computing[17].  The 

process of scout generation during the load balancing used the 

feasible solution of load provided by the load balancer. The 

Bee scout can’t not produce the feasible solution of given load 

during the processing of balancing of load,  the process of 

scout production proceed the new overload situation in terms 

of diversity and infeasible solution for the formation of 

balancer. The diversity of load and acceptance of scout give a 

constraints function for the processing of load describe here 

     
                         

              
           

Here Vij is the feasible contain of Bee Scout and Lij is load 

matrix, Oij is proceed balance of load Rj is total available 

resource for the processing of job and TR is total resource of 

dedicated structure of cloud environments 

 

Figure 1 block diagram of Bee Scout and allocation of Job 

3. VIRTUAL MACHINE COUPLING 

(VMC) 
A method of coupling of virtual machines in a cloud 

computing environment, the cloud computing environment 
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comprising a plurality of virtual machines (‘VMs’), the VMs 

comprising modules of coupling computing machinery 

installed upon cloud computers disposed within a data center, 

the cloud computing environment further comprising a cloud 

operating system and a data center administration server 

operably coupled to the VMs, the method comprising. 

Deploying, by the cloud operating system, an instance of a 

VM, including flagging the instance of a VM for autonomic 

scaling and executing a data processing workload on the 

instance of a VM[16]. 

 

Figure 2: shows that process of coupling of virtual 

machine 

4. PROPOSED METHODOLOGY 
In this section discuss the load balancing model using honey 

Bee Scout process. The honey Bee scout precedes the 

dedicated load for the processing of job scheduling. The 

scheduling of job divide into two three section, one is ideal 

condition, another is under load condition and other is 

overload condition. 

1. Find capacity loads of all VMs based on the three 

conditions define in Bee Scout job is under load. 

 

If         

Loader is balanced. 

Exit 

 

2 Create the decision node for allocation 

If TDij> maximum capacity // if the total load of 

request matrix is maximum then the balancer is not 

working 

   Load balancer not 

working 

 Else 

   Call allocation 

process. // call function of Bee Scout for decision of 

request load. 

 

1. Share all virtual machine capacity // coupling of 

virtual machine 

2. Call decision factor: // call resource manager for 

mapping 

 

Create node of VMs 

               

                   
     

        
// estimate total 

capacity of couple virtual machine 

Demand of each machine in node is 

               
     

        
 

                   // SEij request matrix load 

per their request. 

While Ta ≠   and WIJ ≠   // if total capacity and 

request matrix of load is null 

         For s=1 to # (Ta) do //couple all virtual 

machine 

 Sort all VMs 

For each task T in VMs find machine         

such as  

 

      │                       
 

            
// allocate request load to their 

resource. 

If (T is allocated time) 

      │             // single 

machine allocation 

      │                   

coupled machine allocation 

Finally, Tu and To is combined and transfer to data center for 

the execution of job. 

5. EXPERIMENTAL RESULT  
In this section the experimental process of proposed algorithm 

of load balancing. The proposed algorithm simulate in 

cloudsim simulator. The cloudsim simulator is java based 

software. The measuring of performance used average, 

minimum and maximum processing time of data centers. 

 

Figure 2: Shows the Internet Characteristics and it’s 

configuration in Cloud Computing Environment. 
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Figure 3: Shows the Data center and User Database Cloud 

Computing Environment 

 

Figure 4: Shows the configuration Simulation of User 

Database and Data center in Cloud Computing 

Environment 

Table 1: Shows the Overall Response Time analysis for 

CGT & BEE Method 

Data Set 
Method 

Name 
Average Minimum Maximum 

UB1,DC1 

& 

UB2,DC2 

CGT 467.33 214.26 831.41 

BEE 423.45 195.26 780.23 

 

 

 

Table 2: Shows the DataCenter Processing Time analysis 

for CGT & BEE Method 

Data Set 
Method 

Name 
Average Minimum Maximum 

UB1,DC1 

& 

UB2,DC2 

CGT 0.26 0.01 0.45 

BEE 0.18 0.01 0.32 

 

 

Figure 5: Shows that the comparative performance of 

ORT for UB1/DC1 & UB2/DC2 using BEE Method which 

shows the better response time than methods such as CGT 

in terms of Average, Minimum and Maximum time in mili 

seconds 

 

Figure 6: Shows that the comparative performance of 

DCPT for UB1/DC1 and UB2/DC2 using BEE Method 

which shows the better processing time than methods such 

as CGT in terms of Average, Minimum and Maximum 

time in mili seconds 
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6. CONCLUSION AND FUTURE WORK 
In this paper used Bee scout based algorithm for the selection 

of job and task for the resource allocation in public cloud 

computing. The BEE function gives the better performance 

instead of other CGT based algorithm such as game theory. 

Basically BEE algorithm facilities the all task in two sections 

one is job allocation process and other is job selection 

process. The job selection process is defined by the predefined 

constraints function. The predefined function selects the job 

on the basis of local scout functioning on the criteria of 

neighbors. For the evaluation of performance used cloud 

simulator software such is called cloud analyst. The cloud 

analysis software is bag of composition of cloud environment 

and load balancing policy. In scenario of policy design two 

services one is genetic algorithm policy and other is BEE 

based policy. The BEE based policy reduces the load effect 

approx. 22-25% in compression of CGT. The modified load 

balancing policy is very efficient for public cloud computing. 
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