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ABSTRACT
In the present paper, we consider a mathematical model of a SEIR
with immigration of infectives. The optimal control theory is ap-
plied to reduce the latent and infectious groups, increase the num-
ber of recovered individuals and this with an optimal cost. We use
two controls representing the effort that reduces the contact be-
tween the infectious and susceptible individuals and a therapeutic
treatment. We presents an approach that investigates a free termi-
nal optimal time control witch give a minimum duration of a vac-
cination campaign. The Pontryagin’s maximum principle is used to
characterize the optimal controls and the optimal final time. We ob-
tained an optimality system that we sought to solve numerically by
an iterative discrete scheme that converges following an appropriate
test similar the one related to the forward-backward sweep method.
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1. INTRODUCTION
The dynamics of the infectious diseases is an important research
area in mathematical epidemiology. In epidemiology, it is well es-
tablished that the immigration of people has an important role in
the spread of an epidemic. Indeed, some diseases has been intro-
duced into a population through the migration of infective individ-
uals from outside into the host population like HIV, Ibola, SARS,
Influenza, etc.
Epidemic models have been studied by many authors. Most of them
are interested in the epidemic disease studied when spreading into
a population with immigrants see [2], [7]-[9], [16], [17], [20] and
[21].
Optimal control theory provides a valuable tool to begin to as-
sess the trade-offs between vaccination and treatment strategies [7],
[10], [12] and [13]. Optimal control is a mathematical technique de-

rived from the calculus of variations.
There are a number of different methods for calculating the optimal
control for a specific mathematical model. For example, Pontrya-
gin’s maximum principe [18] allows the calculation of the optimal
control for an ordinary equation model system with a given con-
straint.
In this paper, we consider the SEIR (Susceptible-Exposed-Infected-
Removed) epidemic model. We use an optimal control strategies to
control the spread of infectious diseases by setting two control. The
first control is introduced to reduces the contact between the infec-
tious and susceptible individuals and the second control is consid-
ered as a therapeutic treatment. The two control are considered in
order to minimize the number of exposed and infected individuals,
increase the number of recovered individuals and this with a opti-
mal cost.
However, the diseases immunization strategies are based on the
conventional concept of time constant, while in practice, it is al-
ways advantageous to treat a disease as quickly as possible to min-
imize the negative effects of the disease on the patient’s body. in
addition, it’s both difficult and expensive to implement vaccina-
tion for large population coverage in large time, especially while
considering financial and logistical constraints. That’s why we are
interested to research for an optimal final time which allows us to
attempt the aim of those strategies with an optimal cost. In this con-
text, we set a free terminal time optimal control problem in the case
of an SEIR epidemic model with vaccination.
The paper is organized as follows: In section 2, the SEIR epidemic
model is described. The analysis of the optimal control strategies is
presented, we formulate an optimal control problem with free ter-
minal time to derive the optimal duration of vaccination in section
3. In section 4, we give the numerical method and the simulation
results. Finally a conclusion is summarized in section 5.
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2. SEIR EPIDEMIC MODEL
Consider the SEIR-type epidemic model

Ṡ(t) = −µS(t) + ωR(t)− β S(t)I(t)
N

+ µN (1)

Ė(t) = β
S(t)I(t)

N
− (µ+ σ)E(t) (2)

İ(t) = −(µ+ γ)I(t) + σE(t) (3)

Ṙ(t) = −(µ+ ω)R(t) + γI(t) (4)

subject to initial conditions S(0) ≥ 0, E(0) ≥ 0, I(0) ≥ 0 and
R(0) ≥ 0.
In such a SEIR-model, N is the total population, µ is the rate of
deaths from causes unrelated to the infection, ω is the rate of losing
immunity, β is the transmission constant (with the total number
of infections per unity of time at time t being β S(t)I(t)

N
), σ−1 and

γ−1 are, respectively, the average duration of latent and infective
periods, see [3] and [5]. All the above parameters are assumed to
be nonnegative.

Schematically, the flow between compartments is represented as

Assertion 1: The SEIR model (1)-(4) fulfils the constant population
through time constraint, i.e.:

N(t) = S(t) +E(t) + I(t) +R(t) = N(0) = N > 0. (5)

Into the model (1)-(4) we include two controls u and v that rep-
resent, respectively, the effort that reduces the contact between the
infectious and susceptible individuals, and the rate at which infec-
tious individuals are treated at each time period. We assume that
vI individuals per time are removed the infected class and added to
the recovred class. The mathematical system with controls is given
by nonlinear differential equations

Ṡ(t) = −µS(t) + ωR(t)− (1− u)β S(t)I(t)
N

+ µN (6)

Ė(t) = (1− u)β S(t)I(t)
N

− (µ+ σ)E(t) (7)

İ(t) = −(µ+ γ + v)I(t) + σE(t) (8)

Ṙ(t) = −(µ+ ω)R(t) + (γ + v)I(t) (9)

with S(0) ≥ 0, E(0) ≥ 0, I(0) ≥ 0 and R(0) ≥ 0, are given.

3. THE OPTIMAL VACCINATION
Optimal control techniques are of great use in developing optimal
strategies to control various kinds of diseases. Our goal is to min-
imize the number of exposed and infected individuals and to in-
crease the number of recovered individuals during the course of an
epidemic and to minimize the cost of this strategy and this with a
minimal duration of vaccination. To solve this problem we use op-
timal control theory.
Now, we consider an optimal control problem to minimize the ob-
jective functional

J(u, v, T ) =

∫ T

0

[E(t)+I(t)−R(t)+A1

2
u2(t)+

A2

2
v2(t)]dt+φ(T )

(10)
subject to system (6)-(9), where the parametersA1 andA2 are pos-
itive weights parameters which is associated with the control u(t)

and v(t) respectively. T represent the duration of the vaccination.
φ is a positive increasing function such that lim

t−→+∞
φ(t) = +∞.

In other words, we seek the optimal control (u∗, v∗) and an optimal
terminal time T ∗ such that

J(u∗, v∗, T ∗) = min{J(u, v, T ) | (u, v) ∈ Uad, T ∈ IR+}
(11)

Where Uad is the set of admissible controls defined by

Uad = {(u, v) |u and v are Lebesgue measurable,
0 ≤ u(t) ≤ 1, 0 ≤ v(t) ≤ 1, t ∈ [0, T ] }.

In order to find an optimal solution, first we find the Lagrangian
and Hamiltonian for the optimal control problem (10). In fact, the
Lagrangian of the optimal problem is given by

L(E, I, u, v) = E(t) + I(t)−R(t) + A1

2
u2(t) +

A2

2
v2(t).

We seek the minimal value of the Lagrangian. To accomplish this,
we define the Hamiltonian H for the control problem:

H = L(E, I, u, v)+λ1
dS(t)

dt
+λ2

dE(t)

dt
+λ3

dI(t)

dt
+λ4

dR(t)

dt
(12)

where λ1, λ2, λ3 and λ4 are the adjoint functions to be determined
suitably.

3.1 Characterization of the optimal control
In the previous section we show the existence of an optimal control
which minimize the functional (10) subject to system (6)-(9). In
order to derive the necessary conditions for this optimal control,
we apply Pontryagin’s maximum principle to the Hamiltonian H.

THEOREM 1. Let S∗(t), E∗(t), I∗(t) and R∗(t) be optimal
state solutions with associated optimal control pair (u∗(t), v∗(t))
for the optimal control problem (11). Then, there exist adjoint vari-
ables λ1, λ2, λ3 and λ4, that satisfy
λ̇1 = µλ1 + β I

∗

N
(1− u)(λ1 − λ2)

λ̇2 = −1 + µλ2 + σ(λ2 − λ3)

λ̇3 = −1 + β S
∗

N
(1− u)(λ1 − λ2) + µλ3 + (γ + v)(λ3 − λ4)

λ̇4 = 1 + µλ4 + ω(λ4 − λ1)
(13)

with transversality conditions

λi(T ) = 0, i = 1, 2, 3, 4. (14)

Furthermore, the optimal control (u∗, v∗) is given by

u∗ = max{min{βSI(λ2 − λ1)

NA1

, 1}, 0} (15)

v∗ = max{min{I(λ3 − λ4)

A2

, 1}, 0} (16)

and the optimal final time is given by

∂φ

∂t
(T ∗) = −E(T ∗)−I(T ∗)+R(T ∗)− A1

2
u2(T ∗)− A2

2
v2(T ∗).

(17)

PROOF. The existence of optimal control can be proved by us-
ing the result from [19] (see theorem 2.1). The adjoint equation
and transversality conditions can be obtained by using Pontryagin’s
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Maximum Principle such that
λ̇1 = − ∂H

∂S
, λ1(T ) = 0

λ̇2 = − ∂H
∂E
, λ2(T ) = 0

λ̇3 = − ∂H
∂I
, λ3(T ) = 0

λ̇4 = − ∂H
∂R
, λ4(T ) = 0

(18)

The optimal control pair (u∗, v∗) can be solve from the optimality
condition

∂H

∂u
= 0 and

∂H

∂v
= 0.

By the bounds in U of the control, it is easy to obtain (u∗, v∗) in
the form of (15)-(16). The transversality condition for T to be the
optimal terminal time can be stated as

H(T ∗, E∗, I∗, R∗, u∗, v∗) +
∂φ

∂t
(T ∗) = 0

Thus, T ∗ may be rewritten as in (17).

The optimal control and the state are found by solving the optimal-
ity system, which consists of the state system (6)-(9) with initial
conditions at t = 0, the adjoint system (13) with the final condi-
tions (14) and the characterization of the optimal control (15), (16).
So the optimality system is given by

Ṡ∗(t) = −µS∗(t) + ωR∗(t)− (1−
max{min{ (λ2−λ1)βS

∗(t)I∗(t)
NA1

, 1}, 0})β S
∗(t)I∗(t)
N

+ µN

Ė∗(t) = (1−max{min{ (λ2−λ1)βS
∗(t)I∗(t)

NA1
, 1}, 0})β S

∗(t)I∗(t)
N

−(µ+ σ)E∗(t)

İ∗(t) = −(µ+ γ +max{min{ (λ3−λ4)I
∗(t)

A2
, 1}, 0})I∗(t)

+σE∗(t)

Ṙ∗(t) = −(µ+ ω)R∗(t) + (γ+

max{min{ (λ3−λ4)I
∗(t)

A2
, 1}, 0})I∗(t)

λ̇1 = µλ1 + β I
∗

N
(1−max{min{ (λ2−λ1)βS

∗(t)I∗(t)
NA1

, 1}, 0})
(λ1 − λ2)

λ̇2 = −1 + µλ2 + σ(λ2 − λ3)

λ̇3 = −1 + β S
∗

N
(1−max{min{ (λ2−λ1)βS

∗(t)I∗(t)
NA1

, 1}, 0})
(λ1 − λ2) + µλ3 + (γ+

max{min{ (λ3−λ4)I
∗(t)

A2
, 1}, 0})(λ3 − λ4)

λ̇4 = 1 + µλ4 + ω(λ4 − λ1)
(19)

with λ1(T ) = 0, λ2(T ) = 0, λ3(T ) = 0, λ4(T ) = 0, S(0) = S0,
E(0) = E0, I(0) = I0 and R(0) = R0.

4. NUMERICAL SIMULATION
4.1 The improved GSSI1 methode
The resolution of the optimality system (19) is created improving
the Gauss Seidel - like implicit finite-difference method developed
in ([10]) and denoted GSSI1 method. It consist on descretizing the
interval [0, 1] by the point tk = kl (k = 0, 1. . . . , n), where l
is the time step. Next, we define the state and adjoint variables
S(t), E(t), I(t),R(t), λ1(t), λ2(t), λ3(t), λ4(t) and the control
u(t), v(t) in terms of nodal points Sk, Ek, Ik,Rk, λk1 , λk2 , λk3 , λk4 ,
uk and vk with S0, E0, I0, R0, λ0

1, λ0
2, λ0

3, λ0
4, u0 and v0 as the

state and adjoint variables and the control at initial time t = 0. Sn,
En, In, Rn, λn1 , λn2 , λn3 , λn4 , un and vn as the state and adjoint
variables and the control at final time t = T .
As it well known, the approximation of the time derivative by its
first-order forward-difference is given, for the first state variable

S(t) by dS(t)
dt

= lim
l−→0

S(t+l)−S(t)
l

. Then, we use the following

scheme

Sk+1 − Sk

l
= −µSk + ωRk − (1− uk)β S

kIk

N
+ µN

Ek+1 −Ek

l
= (1− uk)β S

kIk

N
− (µ+ σ)Ek

Ik+1 − Ik

l
= −(µ+ γ + vk)Ik + σEk

Rk+1 −Rk

l
= −(µ+ ω)Rk + (γ + vk)Ik

And we approximate the time derivative of the adjoint variables and
we use the appropriated scheme as follows

λk+1
1 − λk1

l
= µλk1 + β

I∗k

N
(1− uk)(λk1 − λk2)

λk+1
2 − λk2

l
= −1 + µλk2 + σ(λk2 − λk3)

λk+1
3 − λk3

l
= −1 + β

S∗k

N
(1− uk)(λk1 − λk2) +

µλk3 + (γ + vk)(λk3 − λk4)
λk+1
4 − λk4

l
= 1 + µλk4 + ω(λk4 − λk1)

4.2 Numerical result
In this section we present the results obtained by solving numeri-
cally the optimality system given by theorem 1. This system con-
sists of the state system, adjoint system, initial and final time con-
ditions, and the control characterization.
The optimality systems is solved based on an iterative discrete
scheme that converges following an appropriate test similar the
one related to the Forward-Backward Sweep Method (FBSM). The
state system with an initial guess is solved forward in time and
then the adjoint system is solved backward in time because of the
transversality conditions. Afterwards, we update the optimal con-
trol values using the values of state and adjoint variables obtained
at the previous steps. Finally, we execute the previous steps till a
tolerance criterion is reached.
We consider an example of an epidemic described by the SEIR
model (6)-(9) with parameter values: µ = 0.16 × 10−5 per day
(p.d.), β = 0.098 p.d., ω = 10−4 p.d., σ = 0.182 p.d.,
γ = 2.7 × 10−4 p.d. and a total population of N = 7000.
The initial condition for the individual population are given by:
S(0) = 4000, E(0) = 2000, I(0) = 1000, R(0) = 0. We use
A1 = 250, A2 = 1.5× 105 and φ(t) = 2× 10−4t5.
Considering the critical level of vaccination, we give a optimal con-
trol sufficient to reduce the number of infected and exposed indi-
viduals and to increase the removed individuals.
We give a final time sufficient to eradicate disease. By this way, nu-
merical simulations suggest 40 days as final time of the vaccination
campaign see Figure 1.
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Fig.1. The optimal final time T ∗.

The graphs below, allow us to compare changes in the number of
infected, exposed and removed individuals before and after the in-
troduction of control.

Fig.2. Time evolution of the individual populations without controls.

Fig.3. Time evolution of the individual populations with controls.

Figure 4 also shows the effect of control by indicating that the num-
ber of exposed individuals decreases more rapidly during the vac-
cination campaign.

Fig.4. The Exposed individuals with and without controls.

Figure 5 gives an example of the evolution of the number of in-
fected individuals with and without control. We notice that in ab-
sence of control, the infected group grew to extremely high levels
and in presence of the control, this group decrease greatly.

Fig.5. The Infectious individuals with and without controls.

Figure 6, show that the number of people removed with control
begins to grow more than without control. In the end of the vacci-
nation campaign, the number of recovered individuals population
grew to extremely high levels.
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Fig.6. The Recovered individuals with and without controls.

Finally, Figure 7 and Figure 8 gives the optimal control u∗ and v∗
sufficient to eradicate disease.

Fig.7. The optimal control u∗(t) .

Fig.8. The optimal control v∗(t).

5. CONCLUSION
In this paper, we consider a mathematical model of a SEIR with
immigration of infectives. The optimal control has been consid-
ered and two controls have been introduced representing the effort
that reduces the contact between the infectious and susceptible in-
dividuals and a therapeutic treatment. A free terminal optimal time
control is also investigated. The Pontryagin’s maximum principle
is used to characterize the optimal controls and the optimal final
time. A comparison between individuals with optimal control and
no control is presented. A numerical simulation has been given to
demonstrate the use of the obtained results.
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