Abstract

Object instance search aims to not solely retrieve the pictures or frames that contain the query, however additionally find all its occurrences. During this work, we tend to explore the utilization of spatio-temporal cues to enhance the standard of object instance search from videos. To the present finish, the work to formulate this drawback because the spatio-temporal trajectory search downside, wherever a trajectory may be a sequence of bounding boxes that find the thing instance in every frame. The goal is to seek out the top-trajectories that are possible to contain the target object. The work tends to solve the key bottleneck in applying the approach to object instance search by leverage a randomized approach to change quick marking of any bounding boxes within the video volume.
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