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ABSTRACT 
More than one data provider collaborate to publish their data 

is considered here. m-privacy is a technique proposed to 

defend m-adversary during collaborative data publishing. M-

privacy satisfies the privacy problem while publishing 

sensitive data. Apart from providing privacy to published 

data, it is also necessary to provide security between the data 

provider and third party/un-trusted server, to ensure this, 

Secure multiparty communication (SMC) protocol is used to 

provide secure data transfer from publisher and server. There 

were techniques such as k-anonymity, l-diversity, t-closeness, 

which were proposed to handle external attacks in data 

publishing, but none is published for considering internal 

attacks. This m-privacy is a technique, which considers 

internal attacks.  

AIM: The goal is to publish an anonymized view of the 

integrated data such that a data recipient including the data 

providers will not be able to compromise the privacy of the 

individual records provided by other parties. 

General Terms 
Binary Algorithm, Heuristic Algorithm, K-Anoymity, t-

closness 

Keywords 
Annoymization , Adversary, TTP, SMC. 

1. INTRODUCTION 
There is an increasing need for sharing data that contain 

personal information from distributed databases. For example, 

in the healthcare domain, a national agenda is to develop the 

Nationwide Health Information Network (NHIN) to share 

information among hospitals and other providers, and support 

appropriate use of health information beyond direct patient 

care with privacy protection. Privacy preserving data analysis 

and data publishing have received considerable attention in 

recent years as promising approaches for sharing data while 

preserving individual privacy. When the data are distributed 

among multiple data providers or data owners, two main 

settings are used for anonymization. One approach is for each 

provider to anonymize the data independently, which results 

in potential loss of integrated data utility. A more desirable 

approach is collaborative data publishing, which anonymizes 

data from all providers as if they would come from one 

source, using either a trusted third-party (TTP) or Secure 

Multi-party Computation (SMC) protocols to do 

computations. 

2. LITERATURE SURVEY 
 M. Ashok Kumar, R. Nandhakumar 

Secure multi-party computation protocols for collaborative 

data publishing with m-privacy. All protocols are extensively 

analyzed and their security and efficiency are formally 

proved. Experiments on real-life datasets suggest that our 

approach achieves better or comparable utility and efficiency 

than existing and baseline algorithms while satisfying m-

privacy. consider the collaborative data publishing problem 

for anonym zing horizontally partitioned data at multiple data 

providers. consider a new type of “insider attack” by 

colluding data providers who may use their own data records 

(a subset of the overall data) to infer the data records 

contributed by other data providers. The paper addresses this 

new threat, and makes several contributions. First, we 

introduce the notion of m-privacy, which guarantees that the 

anonym zed data satisfies a given privacy constraint against 

any group of up to m colluding data providers. Second, we 

present heuristic algorithms exploiting the monotonicity of 

privacy constraints for efficiently checking m-privacy given a 

group of records. Third, we present a data provider-aware 

anonymization algorithm with adaptive m-privacy checking 

strategies to ensure high utility and m-privacy of anonymzed 

data with efficiency.  

    Aseema Jana, Shubham Joshi 

Privacy takes an important role to secure the data from 

various probable attackers. For  public advantage data need to 

be shared as required for Health care and researches, 

individual privacy is major concern regarding sensitive 

information. So while publishing such data, privacy should be 

conserved. Publishing collaborative data to multiple data 

provider’s two types of problem occurs, first is outsider attack 

and second is insider attack. Outsider attack is by the people 

who are not data providers and insider attack is by colluding 

data provider who may use their own data records to 

understand the data records shared by other data providers.   

Problem can be overcome by combining slicing techniques 

with m privacy techniques and addition of protocols as secure 

multiparty computation and trusted third party will increase 

the privacy of system effectively. 

 Priya V. Mundafale#1 Prof. GurudevSawarkar*2 
Data mining is the extraction of interesting patterns or 

knowledge from huge amount of data. With the explosive 

development in Internet, data storage and data processing  

echnologies, privacy preservation has been one of the greater 

concerns in data mining.  

A number of methods and techniques have been developed for 

privacy preserving data mining. Privacy preserving data 

mining is an important issue in the areas of data mining and 

security on private data in the following scenario: Multiple 

parties, each having aprivate data set, want a group of people 

organized for a joint purpose rule mining without disclosing 

their private data to other parties. Because of the interactive 

nature among parties, developing a secure framework to 

achieve such a computation is both challenging and desirable. 

There is an increasing need for sharing data repositories 

containing personal information across multiple distributed, 

possibly untrusted, and privatedatabases.Such data sharing is 

subject to constraints imposed by privacy of data subjects as 

well as data confidentiality of institutions or data providers  

Developed a set of decentralized protocols that enable data 

sharing for horizontally partitioned databases. 
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 Noman Mohammed and Benjamin C. M. Fung 

Sharing healthcare data has become a vital requirement in 

healthcare system management; however, inappropriate 

sharing and usage of healthcare data could threaten patients’ 

privacy. Study the privacy concerns of sharing patient 

information between the Hong Kong Red Cross Blood 

Transfusion Service (BTS) and the public hospitals. We 

generalize their information and privacy requirements to the 

problems of centralized anonymization and distributed 

anonymization, and identify the major challenges that make 

traditional data anonymization methods not applicable. 

Furthermore, we propose a new privacy model called LKC-

privacy to overcome the challenges and present two 

anonymization algorithms to achieve LKC-privacy in both the 

centralized and the distributed scenarios. Experiments on real-

life data demonstrate that our anonymization algorithms can 

effectively retain the essential information in anonymous data 

for data analysis and is scalable for anonymizing large 

datasets. 

3. EXISTING SYSTEM 
Attacks by External Data Recipient Using Anonymized 

Data 

 A data recipient, could be an attacker and attempts 

to infer additional information about the records 

using the published data and some background 

knowledge (BK) such as publicly available external 

data.  

 Bayes-optimal privacy notion is used to protect 

against specific types of attacks by assuming limited 

background knowledge.  

 For example, k-anonymity, prevents identity 

disclosure attacks by requiring each equivalence 

group, records with the same quasi-identifier values, 

to contain at least k records.  

 Representative constraints that prevent attribute 

disclosure attacks include l-diversity, which requires 

each equivalence group to contain at least l “well-

represented” sensitive values 

 t-closeness, which requires the distribution of a 

sensitive attribute in any equivalence group to be 

close to its distribution in the whole population.  

 Differential privacy publishes statistical data or 

computational results of data and gives 

unconditional privacy guarantees independent of 

attackers background knowledge. 

Attacks by Data Providers Using Intermediate Results and 

Their Own Data 

 The data providers are semihonest, commonly used 

in distributed computation setting. They can attempt 

to infer additional information about data coming 

from other providers by analyzing the data received 

during the anonymization.  

 A trusted third party (TTP) or Secure Multi-Party 

Computation (SMC) protocols can be used to 

guarantee there is no disclosure of intermediate 

information during the anonymization. 

 

 

4. PROPOSED SYSTEM 

Attacks by Data Providers Using Anonymized Data and 

Their Own Data 

 Collaborative data publishing setting with 

horizontally partitioned data across multiple data 

providers, each contributing a subset of records is 

considered.  

 A data provider could be the data owner itself who 

is contributing its own records.  

 Each provider has additional data knowledge of 

their own records, which can help with the attack. 

This issue can be further worsened when multiple 

data providers collude with each other.  

 

5. RESULTS AND DISCUSSION 
A new type of potential attackers in collaborative data 

publishing – a coalition of data providers, called m-adversary 

is considered. To prevent privacy disclosure by any m-

adversary we showed that guaranteeing m-privacy is enough. 

Heuristic algorithms is presented exploiting equivalence 

group monotonicity of privacy constraints and adaptive 

ordering techniques for efficiently checking m-privacy. We 

introduced also a provider-aware anonymization algorithm 

with adaptive m-privacy checking strategies to ensure high 

utility and m-privacy of anonymized data.  

There are many remaining research questions. Defining a 

proper privacy fitness score for different privacy constraints is 

one of them. It also remains a question to address and model 

the data knowledge of data providers when data are 

distributed in a vertical or ad-hoc fashion. It would be also 

interesting to verify if our methods can be adapted to other 

kinds of data such as set-valued data. 
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