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ABSTRACT  
Magnetic Resonance Imaging is one of the most advanced and 

effective medical diagnosis methods ,however the raw image 

data is normally corrupted by random noise from the 

measurement process this  reduces the accuracy and reliability 

of the results. Denoising methods are often used to increase 

the Signal-to-Noise Ratio (SNR) and improve image clarity 

.In this paper an adaptive Non-Local Means filter is developed 

in which bilateral filter is used to pre-enhance the images and 

then multi resolution wavelet domain is used to remove 

coefficients that contain more noise than signal.  

 In the past different methods have been used to denoise MRI 

images but many have not taken into consideration the Rician 

nature of noise distribution therefore they have not been very 

effective .Adaptation in this case is based on frequency and 

spatial information obtained from the noisy image. 

Knowledge of level of noise is used in an optimization 

procedure to minimize a Rician based likelihood function and 

by use of square signal intensity bias is  also discarded. The 

method is implemented in Matlab and MRI images with 

different level of artificial noise are denoised using the 

algorithm. Measures of performance values are PSNR, 

37.12dB, MSE, 15.23, UQI, 0.985, SSIM, 0.894 , EPI,0.69 for 

a 10% noisy image. These and also visual inspection show 

that there is significant improvement from results obtained 

using stand alone methods such as Gaussian smoothing, 

Wiener filter, NLM filter ,bilateral filter and wavelet 

thresholding. 

General Terms 
Medical image processing, denoising, measures of quality, 

magnetization vector, adaptive multi resolution, total 

variation, wavelet coefficient thresholding ,Non-Local Means, 

frequency localization, proton spin density, discrete inverse 

Fourier transform, phase unwrapping, signal-dependent bias, 

local neighbourhood, Rician-based log-likelihood function. 

Keywords 
MRI, Rician noise, wavelet, combinational, NLM, bilateral 

filter, resolution 

1. INTRODUCTION 

The magnetic resonance image is an intensity coded 

representation of the structure of an organ or tissue. It is one 

of the most effective and advanced technologies of medical 

imaging. The main advantage is that it has no radiation related 

side-effects unlike other imaging methods. However, a 

lengthy acquisition time is necessary in order to attain high 

resolution image. This result in patient discomfort and leads to 

artifacts related to the body motion of the patient. In addition, 

noise is also present in the image mainly due to dark current 

and measurement limitations [1][2][3]. There is therefore a 

trade-off between high resolution and Signal to Noise Ratio 

(SNR) [1]. Although averaging may be used to achieve 

relatively high SNR it is obtained at the expense of spatial 

resolution. A high resolution image is achieved at the cost of 

lower SNR thereby making denoising a mandatory step in MR 

image processing. 

Many spatial and transform based denoising methods have 

been applied to MRI .These include filters based on wavelet 

coefficient thresholding but have not taken into consideration 

the Rician nature of the noise and intensity bias thereby 

reducing their effectiveness. Rician noise causes random 

fluctuations in the image and also introduces bias that reduces 

image contrast [1].It degrades images in both qualitative and 

quantitative senses and hinder image analysis, interpretation 

and feature detection.  

Recent methods have employed the wavelet transform domain 

but with little consideration of the nature of Rician noise that 

is prevalent in MRI acquisition. In [4], an adaptive multi-

resolution block wise non-local means filter is developed for 

3D MRI images. This involves adaptive soft wavelet 

coefficient mixing. In [5] a denoising algorithm for medical 

images based on a combination of the total variation 

minimization scheme and wavelet scheme is developed. It 

involves solution of time evolution partial differential 

equation by time marching the image using gradient flow 

resulting in most noise being removed. In [6] [7] [8] 

thresholding is used together with bilateral filter. In [6] a 

multi-resolution bilateral filter with wavelet transform sub-

bad mixing is developed.     

Analysis  based on method noise and also using a generic 

static image model showed improved performance in 

comparison to stand alone filters such as Wiener, anisotropic, 

non-local means, total variation, bilateral and wavelet 

thresholding. In [10] [11] [12] Non-local non-linear means 

filters are used. In [10] a set of new similarity measure for 

NLM filtering are described in which correct Rician statistics 

of MRI noise are used in image denoising and bias removal. 

Hybrid filters that constitute two or more filters techniques in 

parallel or cascade or a more complex combination have 

recently been used to exploit the merits of each method.  

In this paper, a Haar wavelet transform domain approach has 

been used.  The Haar wavelet is used because it perform better 

than other categories of wavelets in preserving fine image 

details because it has the most compact spatial support. 

Although other wavelet transforms may exhibit better 

frequency localization, the tendency to over smooth an image 

is a disadvantage.  

The rest of the paper is organized as follows. In section 2 a 

brief presentation of the theory of magnetic resonance 

imaging is given. In section 3 various denoising filters are 
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formulated and section 4 describes the proposed approach 

while section 5 gives the measures of quality used.  Section 6 

is on the experimental results.  

2. PHYSICAL PRINCIPLES OF MRI 
In magnetic resonance imaging, the samples are complex 

signals of the form S(kx,ky) and are obtained in spatial 

frequency domain referred to as k-space. These are time 

domain signal from two independent sources.  The signal 

values in k-space can be expressed as:   

S(kx,ky)=
 

dydxeyxp yx ykxki
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 Where p(x,y) is the spatial distribution of the proton spin 

density. Filling of k-space is done by designing k-space 

trajectories as:  
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Where the function Gx(t) and Gy(t) are programmable time 

dependent functions of the magnetic field gradients. The 

constant γ is the gyro magnetic ratio of the image atom 

nucleus (protons).Thus during an imaging examination k-

space is traversed by proper activation of the gradient 

systems. Usually k-space points are separated by xk  and 

yk  in two orthogonal directions, and the MRI signals can 

be sampled on a regular 2-D grid. The spatial distribution of 

proton spin density p(x,y) in complex valued image space (x,y 

)  and the MRI signal S(kx, ky) in complex value spatial 

frequency space define a Fourier pair. Thus the image of 

proton spin densities can be formed by applying a discrete 

inverse Fourier transform to the data matrix of k-space 

samples [5]. Generalization to 3-D imaging involves 

application of the third gradient coil (Gz(t)) in the same 

fashion. For visual inspection or further processing the 

magnitude image is used and sometimes also the phase image 

with possible phase unwrapping. A representation of the 

acquisition process is the Bloch equation ∂M/∂t= γM×B with 

B=B0+B1+G being the total magnetic field, Bo denotes the 

static magnetic field, B1 the excitation pulse and G the 

gradient fields. The function M(r,t) is the magnetization 

vector at position r, rotating at (resonance)  frequency 

  . The total magnetic field B is under control of the 

pulse sequence program activating the gradient and RF coils. 

In the receive mode, these coils are also used to pick up the 

weak MRI signals.  

2.1 Acquisition and nature of MRI 
The patient is placed in powerful magnet field and 

electromagnetic waves are passed through the body parts of 

interest in short pulses where each pulse causes a 

corresponding pulse of radio waves to be emitted by the 

patient’s tissues. The location from which these signals 

originate and their strength are determined and a two 

dimensional image of a section of the tissue is produced [1] 

[2] [3]. 

Spatial domain representation of the image is produced by 

applying Inverse Fast Fourier Transform (IFFT) to the k-space 

data which results in complex image with a real and 

imaginary part, this also introduces phase error. There is noise 

that arises due to random fluctuation in the signal acquisition 

coil, electronics and Brownian motion in patient which also 

has a real and imaginary part .In this case both are 

independently Gaussian distributed [1] [2] processes. 

2.2 Rician Noise 
In [1][3][9] and[17] noise in magnetic resonance magnitude 

images is shown to obey a Rician distribution. Rician noise is 

signal-dependent and unlike where noise is Gaussian 

distributed where spatial and other frequency transform 

denoising is satisfactorily, separating signal from noise is a 

difficult task. Removing Rician noise is difficult especially in 

images with low signal-to-noise ratio (SNR) where there are 

random fluctuations and a signal-dependent bias to the data 

that reduces image contrast. In magnetic resonance imaging 

(MRI), a compromise has to be made among the following, 

the signal-to-noise ratio (SNR), spatial resolution, and 

acquisition time required by the intended clinical application. 

Therefore, given physiological or research paradigm 

constraints, achievable SNR can be limited. Averaging is a 

technique which has been used to improve signal-to-noise 

ratio (SNR).  Two types of averaging take place in MRI data 

acquisition. The discrete nature of the data acquisition process 

causes spatial volume averaging. In some applications it is 

common to acquire several measurements at the same location 

and average them to reduce noise [1]. 
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where                   

 

is the zeroth order Bessel function of the first kind and 
222

qi mmm   

 

        (4)                                                                                               

   is the standard deviation of the Gaussian noise 

distribution that underlines the Rician distribution noise, mi 

and mq are the mean values of two(real and imaginary) 

independent Gaussian components.   

 

3. DENOISING METHODS 
When established denoising methods are used each on its own 

they have many shortcomings. In the methods developed in 

this paper they are used in combination. The mathematical 

representation of each method is developed in this section. 

3.1 Wavelet Filters  
The multi resolution wavelet transform   subdivides the image 

content into approximation sub-band and a set of detail sub-

bands at different orientations and resolution scales.  

The approximation sub-bands consist of scaling coefficients 

and detail sub bands are composed of the wavelet coefficients.  

The DWT transform pair is: 
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The one dimensional transforms are extended to two-

dimensional scaling function, ),( yx , and three two-

dimensional wavelets functions denoted, 

),(),,(),,( yxandyxyx DVH  are 

required. Each is the product of a one dimensional scaling 

function φ and corresponding wavelet . Excluding 

products that produce one dimensional results, like 

),()( xx  the four remaining products produce the 

separable scaling function.  

)()(),( yxyx      (8)  

And separable, “directionally sensitive” wavelets   

)()(),( yxyxH                    (9) 

)()(),( yxyxV                (10)  

)()(),( yxyxD                (11)  

After computation of the two dimensional wavelet transform 

image denoising in carried out by thresholding or filtering 

wavelet coefficients.  

In magnetic resonance imaging the Rician wavelet based 

filters give the modified wavelet coefficient [1]  

 III dd 
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                        (12) 

With   10  I  for pixel intensity magnitudes  
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Where 
2

I variance of noisy coefficient and w is a weighting 

factor .The modified standard deviation for square image is 

given by 
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         (14) 

 

Where m is intensity magnitude
 

Working with the squared magnitude image is preferred 

because the wavelet coefficients of the squared magnitude 

image are unbiased estimators of the wavelet coefficients of 

the squared signal and the scaling coefficients differ from 

noise free scaling coefficient by a constant offset not 

dependent on the signal so it can be easily subtracted. 

3.2 Bilateral filter  
The bilateral filter takes a weighted sum of pixels in a local 

neighbourhood; the weights depend on spatial distance and 

intensity distance.  
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Where σd and σr are parameters controlling the fall of the 

weights in special and intensity domains.  

N(x) is the spatial neighborhood of I(x) and C is the 

normalizing constant  
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 3.3 Multi-resolution non-local means 

filtering for MR Image Denoising  
In the formulation of the non-local means filter [4], the 

restored intensity is a weighted average of the pixel intensities 

u(xj) in the  search area  

 

                                               (17) 

With the weighting factor 

            
             

                             (18)       

                                                  
And for the entire patch the denoised values are: 

                                            (19) 

In magnitude MR images, the distribution of the noise is 

transformed into a Rician distribution [4],  

 

      
 

  
     

     

   
    

  

  
               (20)   

where    is the standard deviation of Gaussian noise in the 

complex domain, A is the amplitude of the noiseless signal, m 

is the value in the magnitude image and    is the zeroth order 

modified Bessel function. The second-order moment of a 

Rician distribution is given by 

  

                                                  (21) 

In [4], authors proposed a Non-local Maximum Likelihood 

(NLML) method considering the N most similar pixels to the 

current pixel. An optimization procedure is then used to 

maximize the Rician-based log-likelihood function. 
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The conventional approach (CA) is defined as follows  

                                         (24) 

 

         is estimated as the restored value of square 

noisy image  and 2
2  is a fixed signal independent bias 

which can  be removed by subtracting it from each pixel in the 

magnitude squared image. 

 

                            
 

              (25) 

 

3.4 Selection of sub-band coefficient and 

adaptive thresholding 
The sub bands coefficients are described by: 

 

          

          for LLH, LHL and HLL 

          for HHL, HLH, LHH and HHH  

where   

             are the scaling coefficients (i.e. coefficients in 

LLL low band) of image decompositions, and    ,            are 

the wavelet coefficients in detailed sub bands of images 

I(noisy image), Iu(noise removed image) and Io(feature 

preserved image) decompositions:  

 

The adaptive threshold used       is computed as for a 

wavelet coefficients subband b: 
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with 

   x         
                                  (27) 

In this approach soft mixing is used instead of hard mixing 

such that the final coefficient is a weighted average of the 

coefficients from the two denoised images. This means that: 

          

and 

                                                   

with 

              
 

   
          

 
      

                (28) 

 

And the magnitude image is obtained as: 

                        
 
       

 
           (29) 

4. PROPOSED APPROACH 
The algorithm for the proposed method is shown in Figure 1. 

A bilateral filter is used to diffuse image discontinuities with 

one image being denoised and the other with all features 

preserved by edge enhancement. The bilateral filter uses two 

sets of parameters for the two effects. Wavelet decomposition 

into various sub bands at different levels is applied to each of 

the two images. Non-local means filtering is carried out at 

various sub-bands with appropriate coefficients being 

computed from original and noisy image statistics. Finally a 

bilateral filter is used for further enhancement. The input to 

the filter is either magnitude or square noisy images obtained 

by adding Rician noise at different levels to a relatively clean 

image. While working with the models, the parameters w, sd 

and sr of bilateral filters are varied over a wide range of values 

as there is no explicit rules that can guide the tuning of these 

parameters. 

5. MEASURES OF QUALITY 
To assess the effectives of the denoising techniques various 

measures of quality are used Mean Square Error (MSE) and 

Peak Signal to Noise Ratio (PSNR) are the first choice but 

they do not give much information about visual quality. To 

evaluate image visual quality, additional measures are used. 

These measures are defined as follows. 

5.1 Signal to Noise Ratio 
This is a measure of signal purity defined as : 

    

        
      

 
     

               
 

     
                                (30) 

  

 

 
Fig 1 A Flowchart of the Proposed Method 

5.2 Mean square error 
The MSE on gradient is given by 

     
 

   
                   

 
         (31) 

 

This metric is based on the “ground truth” image I and the 

denoised image   . 

 5.3 Correlation Coefficient 
Another useful measure used is the correlation coefficient 

defined as follows: 

       
                       

        

            
 

     
           

   
 

     

          (32) 

 

5.4 Edge Preservation Index 
This is a numerical measure of edge profile consistency which 

is formulated  as follows: 

     
                                       

                    
             

   
 

     

        

 

5.5 Universal Quality Index 
The Universal Quality Index (UQI), is defined as a product of 

three factors: loss of correlation, luminance distortion, and 

contrast distortion as:  

                
    

     
 

      

           
  

      

  
     

             (34) 
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5.6 The Mean Structural Similarity Index 

Measure (MSSIM) 
This is a measure of closeness in structure of two images. It is 

defined as: 

       
                     

            
 
       

    
              

       (35) 

where    and     are the means of the noise-free and the denoised 

image and C1,C2 are correlations respectively. 

These measures of quality require data on the noisy and 

noiseless image as well as images gradient for computation of 

edge preservation index and mean square error on gradient. 

Appropriate scaling is required so that truncation of high 

square values of intensity is avoided. 

 

6. EXPERIMENTAL RESULTS 
 The image data used in the experimental investigations have 

been sourced from three main public repositories. BrainWeb 

[26], Luisier [27] and Clunie [28]. These are the main libraries 

for MRI data have been used by many investigators due to 

their ease of availability. These images were acquired using a 

Siemens Vision scanner echo-planar imaging system with a 

1.5T magnetic field. Other parameters of the scanner being 

field of view (FOV) = 240mmx240mm, relaxation time (TR) 

=2000ms, echo time(TE) =   flip angle (FA) = 900, for 

256x256 image sizes.To compare the effectiveness of the 

adaptive combination non-local means filter to the  stand 

alone state of the art denoising methods, Rician noise at 

various levels from 2% to 20% is added to noise free 

magnetic resonance image.The levels are chosen because 

acquired images noise would be in this range.The images used 

include Torso1, Torso2 and Hip which are structural 2-D 

images. 

 

6.1 Effect of noise addition 
The visual effect of noise addition was tested with three 

structural 2-dimensional MR images taken from the torso and 

the hip. We have referred to these as torso1, torso2, and hip. 

These three images are displayed in Fig 2 priori to Rician 

noise addition. These images have features that are very clear 

and the edges are also relatively distinct. They also have a 

wide intensity range from completely dark to complete white, 

that is in the pixel intensity range ( 0 to 256) for an  8 bit 

system. They also exhibit high and low frequency regions. For 

the purpose of algorithm testing, the images have been re-

sized from various sizes to 256x256. 

 

 
                 (a)                       (b)                 (c) 

Fig 2   Noise-free MRI images (a) Torso1, (b) Torso2, (c) 

Hip 

 
The addition of Rician noise on the visual quality of the 

images is illustrated in Fig 3(a), (b), (c) and (d) in regard to 

the image torso1. The level of noise in the image was varied 

from 2% to 5% to 10% up to 20%. It can be noted that for a 

low level of noise degradation, the image edges are still very 

clear but contrast can been seen to have been reduced slightly. 

This could affect the interpretation of small features in the 

image during diagnosis; the same applies to 5% though 

contrast is worse. At 10% it is difficult to distinguish the 

boundary of some tissue and the random noise is clearly 

visible. At 20 % only the major features are recognizable with 

minute features buried in the random noise. Similar 

observations were made with the torso2 and hip images. 

 

(a) 2%                                (b) 5% 

 

(c)10%                                         (d) 20 % 

Fig 3 Noisy images at given levels for torso1 
 

6.2 Denoising using Thresholding, Median, 

Bilateral and Non-local methods  
The results of employing the stand alone  methods in noise 

suppression is illustrated in Figure 4.This is  without taking 

advantage of the contribution of each filter in the 

combination. Using the bilateral alone may lead to over 

smoothing hence obscuring fine details; using wavelet 

thresholding on its own also leads to loss of fine details. 

Figure 4 (a) shows extreme whitening and darkening when 

thresholding is used. This is because below a given intensity 

value all signal is assumed to be noise and truncated and the 

bias in the magnitude image takes intensity values above a 

certain value to maximum. This upper threshold is the 

difference between the maximum value and the bias. In Figure 

4 (b) it can be observed that the bilateral filter and median 

filter when used each on its own lead to smoothing of image 

details. Figure4 (c) shows that the nonlocal filter on its own 

gives a relatively better image but the contrast and the 

boundaries clarity needs further improvement. 

 
(a) Thresholding       (b) Median 

 

 
(c )Non-local means (d) Bilateral 

Fig 4 Denoised images using other methods 
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6.3 Denoising using the proposed method 
The proposed method is shown in figure 1 where a bilateral 

filer is used to preserve edges before the main method; Non-

local means with soft wavelet thresholding is applied .Fig 5 

shows the result of using the proposed algorithm. At 2% and 

5% noise addition, the recovery process is very efficient as 

can be noted from a visual inspection of the images. For 

example, at 2% noise addition the recovered image is seen to 

be almost the same as the noiseless image. The observations 

are also analyzed by employing the mathematical quality 

measures described in section 3 and given in table 1, 2, 3, and 

4.   For example in Table 1 and Table 2 where SNR is very 

high, MSE relatively low ,UQI almost 1, SSIM 0.984 and EPI 

0.89 which is an improvement from 0.70 of the noisy image. 

It also shows that edge preservation is very sensitive even for 

low noise. The use of bilateral filter in this combination 

algorithm has been shown to be the main contributor for edge 

preservation.  

The results obtained when the five measures of quality are 

used to assess the effectiveness of image torso1 denoising 

using the proposed method for relatively low noise levels are 

shown in table 1 and table 2.  

Table 1. Quality measures at 2% 

Noise Filter 

Type  

PSNR 

DB 

 

RMSE 

UQI SSIM EPI 

Noisy Image 38.04 16.23 0.96 0.86 0.70 

Median 41.23 13.55 0.97 0.89 0.75 

Wiener 42.38 11.12 0.97 0.97 0.74 

Bilateral 44.02 8.654 0.99 0.98 0.85 

Thresholding 38.54 22.43 0.95 0.93 0.68 

NLM 43.54 8.54 0.98 0.90 0.82 

Combinational 44.43 6.45 0.99 0.98 0.89 

 
Table2. Quality measures at 5% 

Noise Filter 

Type  

PSNR 

DB 

RMS

E 

UQI SSI

M 

EPI 

Noisy Image 35.02 23.53 0.95 0.84 0.62 

Median 37.64 18.45 0.98 0.89 0.72 

Wiener 38.56 12.34 0.99 0.95 0.71 

Bilateral 41.23 8.654 0.98 0.95 0.80 

Thresholding 36.54 34.12 0.87 0.84 0.71 

NLM 39.54 14.23 0.99 0.95 0.82 

Combinational 42.38 12.55 0.95 

 

0.95 0.84 

 

 
( a) 2%                                     (b) 5% 

 
(c ) 10%                               (d) 20% 

Fig 5 Denoised images (new algorithm) 

The quality measures have also been used to give an 

assessment of the simulation results for 10% and 20% noise 

levels.  

 

Table 3. Quality measures at 10% 

 

Noise Filter 

Type  

PSNR 

DB 

RMS

E 

UQI SSI

M 

EPI 

Noisy Image 29.52 35.45 0.80 0.74 0.48 

Median 31.21 25.34 0.87 0.84 0.57 

Wiener 33.25 19.95 0.97 0.87 0.51 

Bilateral 34.53 16.78 0.98 0.89 0.60 

Thresholding 28.51 45.67 0.95 0.84 0.52 

NLM 36.45 17.76 0.98 0.89 0.68 

Combinational 37.12 15.23 0.99 0.89 0.69 

 
Table 4. Quality measures at 20% 

 

Noise Filter 

Type  

PSNR 

DB 

RMSE UQ

I 

SSI

M 

EPI 

Noisy Image 23.45 46.72 0.85 0.65 0.34 

Median 24.20 30.94 095 0.72 0.37 

Wiener 26.24 25.43 0.96 0.73 0.44 

Bilateral 27.54 22.69 0.96 0.80 0.41 

Thresholding 23.21 57.31 0.95 0.73 0.38 

NLM 26.78 23.47 0.96 0.88 0.45 

Combinational 28.69 19.23 0.97 0.88 0.47 

 

Tables 1 to tables 4 show that the adaptive non-local means 

filter outperform other methods like Thresholding and Wiener 

alone when used with multi-resolution wavelet soft 

thresholding. The inclusion of bilateral filter contributes to 

overall effectiveness not only on edge preservation but also on 

SSIM and MSE. In Table 4, where the added noise is 20%, 

the quality measures show that the efficiency and 

effectiveness of all the denoising methods is relatively low. It 

is therefore necessary that a relatively clear image is 

reconstructed during the acquisition process. 

  

6.4 Residue Noise 
Figure 6 shows noise image which is the difference between 

noiseless (reference) image and noisy image. Result show that 

noise is signal dependent and even after denoising the slight 

residual noise has a remote relationship with the image.  

 
(a) Before denoising     (b)     After denoising 

Fig 6 Noise image 

 

7. DISCUSSION AND CONCLUSIONS 
The denoising results obtained for each of the tested images 

using the combinational adaptive NLM filters and those of the 

standalone filters have been obtained by computer simulation 

and given in figure 4 and figure 5 and in table 1, 2, 3, and 4.  

From these figures, it can be seen that the proposed 

combinational algorithm result in higher-contrast denoising 

and better visual clarity as compared to the  stand-alone 

methods. The proposed method also suppresses image noise 

to a higher level that the other methods. The PSNR, RMSE, 
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UQI, SSIM and EPI quality measures have been used to 

provide a comparison of the noise reduction levels by the 

stand alone filters and the proposed method.  

It has been shown that using the proposed method there is 

some significant improvement over the other methods in 

image quality while exhibiting higher effective resolution and 

contrast. The results obtained in a high noise regime indicate 

poor recovery of the original image. This has been evidenced 

by our simulations as given in fig 5 (c) and in tables 3 and 4 

where at least 10% noise addition was used. The solution lies 

in the improvement of the measurement and calibration 

system of MRI equipment. This may be achieved by use of 

more gradients and use of parallel acquisition methods. 

Additional improvement could also be obtained by slice time 

correction and motion correction. 
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