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ABSTRACT
Computational fluid dynamics (CFD) is widely used by the sci-
entific computing community to solve various fluid flow problems.
High performance computing (HPC) enable faster CFD simulations
with higher solution accuracies. Many CFD applications are run on
multicore and multiprocessor platforms and are being increasingly
ported to run on computational accelerators such as graphical pro-
cessing units (GPUs) to increase the performance. The increase of
computational power is necessary to allow faster computing, which
in turn increases the power consumption. The issue of the power
consumption has to be addressed, particularly in applications such
as CFD, where the simulations may need to be executed iteratively
for a large number of times, each iteration taking a large amount
of time, in order to obtain appropriately accurate results. Power-
aware computing is concerned with devising energy efficient meth-
ods. Techniques such as Dynamic voltage and frequency scaling
(DVFS) and offlining can be used to reduce power consumption
and increase the energy efficiency of applications. In this paper, we
present a combination of these techniques and apply to CFD ap-
plications running on heterogeneous architectures. We reduce the
overall power consumption with a small performance loss. Pre-
cisely, for DVFS, we save 4% to 23.5% of energy with a perfor-
mance loss of 0.6% to 9.8%. Similarly, for online-offline mode, we
save 22% of energy with a performance loss of 0.3%.
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1. INTRODUCTION
The past decade has seen the growth of computational power of
High performance super computers of up to petaflops. The emerg-
ing trends in technology may soon enable the use of exascale com-
puting. The increase of computational power is necessary to allow
faster computing, but this also increases the power consumption.
The amount of power/energy required by these computing systems
may not be accessible every time, due to infrastructure unavailabil-
ity. Also the cost of running the hardware may outrun the cost of
owning the hardware platform [1]. To address this issue the Sci-

entific computing community are trying to build computer systems
and applications that consume less energy.
Computational fluid dynamics (CFD) is widely used by the sci-
entific computing community to solve various fluid (liquids and
gases) flow problems. Many CFD applications are run on Multi-
core and multi-processor platforms and many CFD applications are
being ported to run on the Accelerators to increase performance of
the CFD applications. The infrastructure provided by the High per-
formance computing systems enables the researchers to simulate
the CFD applications much faster. Although the CFD applications
are ported on the HPC systems with the aim of increasing the per-
formance (execution time) of the application, the issue of (huge)
power consumption is neglected. As mentioned previously, the is-
sue of the power consumption has to be addressed, mainly in CFD
applications since CFD applications are simulations that may re-
quire to run and re-run many times for a large amount of time (days
to months) to obtain the appropriate and required accuracy levels.
Hence there is a need of Power-aware computing when running
CFD applications on Heterogeneous Computing Systems. The are
many energy saving techniques that can be utilized to reduce the
power consumption and increase the energy efficiency of the appli-
cations. Hence these techniques are combined in this research and
applied to CFD applications that run on heterogeneous architec-
tures and reduce the overall power consumption without a drastic
change in the performance. We also compare the performance and
energy efficiency of the applications with and without the energy
saving techniques.
The main contributions of the paper can described as follows:

—We develop a combination of various techniques such as CPU
online-offline, DVFS on CPU and GPU, idle wait (nanosleep)
and C3 sleep states to increase the energy-efficiency on some of
the heterogeneous CFD applications.

2. BACKGROUND
High Performance Computing (HPC) is the practice of aggregat-
ing computing power and parallel processing techniques for solv-
ing complex computational problems in the field of science, engi-
neering, or business. In HPC, primary focus was based on perfor-
mance, however as we are moving up from Terascale to Petascale
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and approaching Exascale, power and energy have become critical
concerns.

2.1 Power Consumption Sources
Power consumption can be broadly divided into dynamic power
consumption and static power consumption. Static Power con-
sumption arises due to Leakage Current and Reverse biased PN
junction. The dynamic power consumption (Pdynamic ) arises from
charging and discharging of the load capacitance. The leakage
power (Pleak) arises when device is inactive and still there is cur-
rent flow.
Thus, we have

Pdynamic ∝ CV 2f

Pleak = IleakV

Where,
C = Load Capacitance
f = Operating Frequency
V = Operating Voltage
Ileak = Leakage Current

2.2 Importance of Power Management
Power management in HPC systems is extremely important but is
challenging as it affects every part of a system. The cost of pow-
ering HPC systems has been steadily rising with growing perfor-
mance, while the cost of hardware has remained relatively stable.
If this situation continues to exist then energy cost of a large scale
system could be more than the equipment itself during its life time.
For example, Sunway TaihuLight consumes 15.371 MW of elec-
tricity. The cost to power and cool the system can be significant,
i.e; 15.371 MW at $0.10/kWh is $1537 an hour or about $13.5 mil-
lion per year.

2.2.1 Performance per Watt. HPC is used to deliver high perfor-
mance, where complex problems which are compute intensive are
solved using parallel processors. In Top500 list [2], speed decides
the ranking of supercomputers. As the advancements in HPC is ap-
proaching towards Exascale computing, power and energy have be-
come critical concerns. The Green500 list [3], ranks the supercom-
puter based on their power efficiency.

2.2.2 Power Challenges posed by exascale computing. Power is
a major concern for all computing platforms. In HPC, high power
results into high operational costs, effects environment due to high
carbon emission, costs for cooling is increased and has an impact
on reliability as the components may ware out very fast, which
translates into lost productivity.

2.2.3 Green Computing. It has been estimated by the Interna-
tional Telecommunication Union (ITU) that the contribution of
ICTs to environment is between 2% and 2.5% of total global car-
bon emissions. Hence Power management plays an important role
in green computing.

3. METHODOLOGY
The solution to power saving and improving energy efficiency is to
reduce the power usage of the system by altering the frequency and
power profiles of the various components of the system. This must
be done with limited performance loss (performance constraint) of
the application. There are many areas which can be exploited to ap-
ply power saving techniques such as, when the application is being

run on GPU with the CPU idle, when only one core of the CPU
(serial portion of the application) is being executed and other cores
are idle, by overlapping executions, by overlapping execution and
communication, etc.
To reduce the power consumption and to increase the energy ef-
ficiency, various techniques such as DVFS, CPU online-offline etc
are used in combination to achieve energy efficiency on CFD appli-
cations. Some of techniques that are applied in this paper are briefly
described as follows:

3.1 DVFS
Dynamic Voltage and Frequency Scaling (DVFS) is the alteration
of voltage and frequency levels of various processing elements in a
system to optimize power saving. DVFS allows the processing el-
ements to process the task using minimum power. Although DVFS
may affect performance of the system it is majorly used for power
optimization. In this research work the DVFS technique is applied
on the CPU when serial portion of the application is being executed
and when the application is being run on GPU with the CPU idle.

3.2 CPU online-offline
CPU online-offline is the logical switching on and off the CPU
cores dynamically, that is, switching on and off the CPU cores when
the system is up and running. CPU online-offline may also be re-
ferred to as hot-plug. The meaning of word logical here means that
CPU online-offline only disables the work/task supply to CPU core
but the power supply to the CPU core is still on. In this work the
CPU online-offline is implemented on the CPU when the applica-
tion is being run on GPU with the CPU idle and when only one
core of the CPU is being used for running the application.

3.3 C-states
C-states are one of the power management techniques for CPU.
They are idle power saving states and also known as sleep states.
The higher the number of the C-state, the deeper the sleep state
of the CPU, thus more power saving but incurs higher latency. C-
states achieve idle power saving by progressive shutdown of the
circuitry. C3 Sleep state is a state where all the core and bus clocks
are turned off and also the clock generator is turned off. This is
depicted in table 1.

3.4 Governors
In order to save power or to increase the performance of the system
there are some tools available, some of which are built in the op-
erating system. These tools can scale the frequency automatically
based on the profile and system load. These tools have various pro-
files for frequency and power. In the Linux kernel there are various
power schemes for CPU, which are known as governors. The gov-
ernors and the description are defined in table 2. The ondemand
and powersave governor also uses C-states to save power. Hence
by using governors the technique of power saving by C-states is
being utilized as well. In this research work the governors are ap-
plied when serial portion of the application is being executed and
when the application is being run on GPU with the CPU idle.
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Table 1. : C-states’ Idle Power Level vs. Responsiveness

C-State
System C0 C1 C3 C6/C7

Core Voltage High Medium Medium Very low
Core Clock on off off off

PLL on on off off
L1/L2 caches saved saved flushed flushed

LLC/L3 Cache saved saved saved saved/ flushed
Wake-up Time Active Small Medium Huge

Idle Power Active High Medium Low
Transition Energy Active Low Medium High

Table 2. : Governors in Linux OS

Governor Description

ondemand dynamic frequency
scaling based on load.
High frequency when

high load and low
frequency (C-3) states

when low load.
performance sets the CPU to

maximum frequency.
powersave sets the CPU to

minimum frequency.
userspace user specified

frequencies are set for
the CPU.

3.5 Idle wait
Idle wait (nanosleep) is a technique of switching the state of the
processing elements to sleep state when they are in idle state. It can
be triggered programmatically as well using the nanosleep function
API. This state is activated during execution of the serial portion
of the application program. When this state is activated the power
saving is then taken care by the CPU governors.

4. EXPERIMENTAL TESTBED

The experiments were carried out on a High performance comput-
ing (heterogeneous) server with configurations as shown in table
3.

4.1 Server
INTEL XEON E5520: This processor is built on the Nehalem
Micro-architecture. It is a two socket quad core processor. Each
core has 2 threads which runs at 2.26 GHz and contains 32KB L1
instruction and data cache and has L2 cache of the size 256KB. The
total size of the L3 cache is 8MB (shared). The size and type of the
ram is 12GB and DDR3 respectively. This has a Thermal Design
Power (TDP) of 80W.
NVIDIA QUADRO FX 3800: This graphics card has 192 cores,
which has a frequency of 600MHz. It’s memory size is 1GB and
is of type GDDR3. It has a memory bandwidth of 51.2GBps. The
PCI Express 2.0 x 16 interface is used to connect this graphics card
with rest of the system. This has a TDP of 108W.

Table 3. : Configuration of the systems

Server_1
System Intel Xeon

E5520
NVIDIA

QUADRO
FX 3800

Micro
architecture

Nehalem
Micro

architecture

Tesla
Microrchi-

tecture
Sockets 2 1

Cores per socket 4 192
Threads per

socket
8 -

Core speed 2.26 GHz 600 MHz
Core size 45 nm 55 nm
Ram type DDR3 GDDR3
Ram size 12 GB 1 GB
Memory

bandwidth
25.6 GB/s 51.2 GB/s

L1 Data Cache 4 x 32K -
L1 instruction

Cache
4 x 32K -

L2 Cache 4 x 256K -
L3 Cache 8192K -

OS CentOS 7 -
Compiler GCC 4.8.1 /

nvcc
-

Power 80 W 108 W
Energy

Efficiency
0.45

Gflops/W
5.77

Gflops/W

4.2 Power Measurement
Power measurement was done with a power meter with a frequency
1 Hz (1 sample per second). The power meter was attached to the
power source on one side and the HPC main power source to the
other side of the power meter, which is depicted in figure 1. Sam-
ples from the power meter were input to a separate system to avoid
the probability of performance of the HPC system being affected.

5. RESULTS AND ANALYSIS
In this research work, the performance gains or losses has been ex-
plored on the basis of both power and energy savings. We applied
different combinations of power management techniques on var-
ious CFD applications. These CFD applications have been taken
from different sources - LUD and Euler were used from Rodinia
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Fig. 1: Hardware System with Sampling Point

Fig. 2: Energy Consumption of LUD for N=2048

Benchmark suite [4] and Lattice Boltzman Method (LBM) from
Parboil Benchmark suite [5]. It was observed that LUD had the
maximum energy savings with minimum performance loss. For
LUD with matrix size as 2048, the energy saving was 11.27% and
performance loss was 5% using DVFS. For LUD with matrix size
of 10240, the energy saved and performance loss were 23.5% and
0.6% respectively using DVFS, 22% and 0.3% respectively using
online-offline technique. These results are depicted in figures 2, 3, 4
and 5. For Euler using DVFS with input size as 97k, the energy sav-
ing was 4.1% and performance loss was 8%. and for input size of
193k, the energy saved and performance loss were 8.5% and 8.8%
respectively. These are shown in figures 9 and 10. For LBM using
DVFS with long input data set, the energy saving was 9.5% and
performance loss was 9.8%. These results are depicted in figures 6,
7 and 8.
It was analyzed that as the input size (input data) increases we get
better energy efficiency and a significant decrease in performance
loss. It was observed that CPU online-offline technique gives bet-
ter energy efficiency when compared to the default Linux governor
(ondemand). It was also observed that the combination of DVFS
with CPU online-offline was not as efficient as the DVFS technique.

Fig. 3: Energy Consumption of LUD for N=10240

Fig. 4: LUD with different Power Management Combinations

6. RELATED WORK
The past few decades have seen various approaches to reduce
power consumption in various fields. Low power and power-aware
techniques to conserve energy have been used in Embedded Sys-
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Fig. 5: Energy profile of LUD

Fig. 6: Energy profile of LBM (Parboil)

Fig. 7: LBM (Parboil) Energy Consumption

tems and Mobile Computing. The low power approach, which is
effective in mobile and handheld systems, uses low power compo-
nents to reduce power. However, in all these cases performance is
limited. In contrast, the power- aware approach explores the trade-
off between power consumption and performance attempting to
find a best approach. Many of such approaches have migrated to
all the major components of high performance systems including
processor, disk, memory, and network card.
There are two main power management approaches a) Static Power
Management (SPM) – Systems that utilize this technique use low

Fig. 8: Power profile of LBM (Parboil)

Fig. 9: Energy Consumption of Euler for N=97k

Fig. 10: Energy Consumption of Euler for N=193k

power components to save energy, and b) Dynamic Power Manage-
ment (DPM) - Systems that utilize this technique use software and
power-scalable components to optimize energy consumption.
In static management, one of the popular approach is to replace
high power components with their low power equivalents. For ex-
ample, the Fast Array of Wimpy Nodes (FAWN) system [6][7], a
novel cluster architecture for low power data intensive computing,
combines low-power CPUs with small amounts of local flash stor-
age. Energy saved from this architecture is two orders of magni-
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tude more than disk based system, but there are some limitations in
this architecture. This architecture may be effective for node scal-
able systems but ineffective in non-commodity clusters [8]. This
also involves a major replacement of components which may not
be possible in existing large infrastructures.
Recent studies use Dynamic Power Management for improving en-
ergy consumption. One of the approach is varying voltage inde-
pendently using dynamic compilers with dynamic voltage scaling
(DVS) techniques [9][10]. Dynamic Voltage and Frequency Scal-
ing (DVFS) is another approach where both voltage and frequency
are varied as required[11][12].
Ge et al. [13] presents a work where a framework proposed con-
trols processor’s frequency. This framework achieves a reduction
of 36% with 5 % performance loss. In another work Freeh et al.
[14] presents a work which uses techniques to reduce the proces-
sor’s frequency in a cluster to reduce power consumption.
F. Alvarruiz et al. [15] proposed a work called CLUES which re-
places idle state with power off state. In idle state energy savings
of 3.42% were achieved, and 66.67% of energy was saved in power
off state, it showed a energy saving of 66.67%.
We can see that, the states save power, but they directly effect the
job execution time. No work so far has presented a comparison of
all states to energy savings and its impacts on the jobs execution
time.

7. CONCLUSION AND FUTURE WORK
As the demand for performance is increasing, there is an increase in
demand for power efficient systems. If we can reduce power with-
out affecting the performance we can increase the energy efficiency
of the system. In this paper, we present an approach to improve
the energy efficiency using combination of different power saving
techniques for CFD applications. Dynamic Voltage and Frequency
Scaling is used to scale the CPU frequency for the duration of the
time the device is performing computations on GPU, this lowers the
energy consumption. CPU online-offline technique is used to make
the processor to go in the offline mode until the computations are
completed on GPU. Our results show that for DVFS we save 4%
to 23.5% of energy with performance loss of 0.6% to 9.8%. Simi-
larly for offline mode we save 22% of energy with performance loss
of 0.3%. Analyzing the results we can conclude that when we use
combination of different power saving techniques in HPC systems
with GPU acceleration, we can save more energy with limited per-
formance loss. In future the power management technique, mainly
DVFS, can be applied on GPU (similar to CPU) to get better energy
efficiency for CFD applications on HPC systems.
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