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ABSTRACT 
With the upcoming of new innovation in the fields of VLSI 

and correspondence, there is additionally a perpetually 

developing interest for fast preparing and low territory 

outline. It is additionally a verifiable truth that the chip range 

and most propagation time unit shapes a necessary piece of 

processor outline. Because of this respect, rapid and low zone 

designs turn into the need of the day. A fast fourier transform 

(FFT) is any quick calculation for figuring the DFT. The 

advancement of FFT calculations tremendously affected 

computational parts of flag handling and connected science. 

The decimation in-time (DIT) fast Fourier transform (FFT) all 

the time has advantage over the decimation in-frequency 

(DIF) FFT for most genuine esteemed applications, similar to 

discourse/picture/video handling, biomedical flag preparing, 

and time-arrangement examination, and so forth., since it 

doesn't require any yield reordering. 
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1. INTRODUCTION  
The discrete fourier transform (DFT) and fast fourier 

transform (FFT) algorithm is frequently used in digital signal 

processing, wireless communication and speech recognition. 

Many types of techniques are implemented FFT algorithm. In 

recent year parallel and pipelined technique are used but 

consume more delay. Some collapsed pipeline models have 

been proposed for the calculation of RFFT where butterfly 

operations are multiplexed into a little rationale unit. The 

structures in and could give satisfactory throughput to a few 

applications yet the capacity multifaceted nature of those 

structures keeps on being high. Couples set up structures have 

additionally been proposed for RFFT utilizing particular 

pressing calculations. Memory-struggle for read/compose 

operation is observed to be the real test in the plan of 

calculations and structures for set up calculation. As of late, a 

set up design and strife free memory tending to conspire have 

been proposed for persistent preparing of RFFT. FFT 

calculations are grouped into two general classifications, to be 

specific, the obliteration in-time (DIT) and the devastation 

uncommonness (DIF) calculations.  

The key contrasts between the two are appeared in Fig. 1. In 

the event of DIF calculation (Fig. 1(a)), the information tests 

are nourished to the processing structure in their regular 

request, while the yield is produced in bit-switched arrange. 

Then again, if there should arise an occurrence of DIT 

calculation (Fig. 1(b)), the info tests require bit-inversion 

reordering before being prepared, while the yield FFT 

coefficients are produced in characteristic request. In various 

RFFT applications, for example, picture and video preparing, 

biomedical flag handling, and time-arrangement investigation 

and so on., the entire information grouping is for the most part 

accessible together in the meantime for the FFT calculation. 

The DIT RFFT has favorable position over the DIF frame for 

these applications, since a DIT RFFT structure require not sit 

tight for the landing of info tests but rather can create the 

yields when those are figured. 

 

 
(a)                                                 (b) 

Figure 1: (a) DIF FFT butterfly (b) DIT FFT butterfly 

 

2. PROBLEM FORMULATION 
If an N – point DFT is implemented directly, the requirement 

of arithmetic operations is of the order of O(N2) that is N2 

multiplications and N (N-1) additions. The order of arithmetic 

operations for FFT is O (N log N) that is N log N additions 

and (N/2) log N multiplications.  

 It efficiently computes inner products of vectors, 

which is a key requirement in many DSP systems. 

One of the key computational blocks in DSP is 

multiply/accumulate (MAC), which is implemented 

by a standard adder unit and a multiplier.  

 Using DA, MAC unit can be implemented by pre 

computing all possible products and using a ROM 

to store them. The FFT of using DA is in its 

exponential increase of the size of ROM with 

increase in internal precision and number of inputs.  

 

3. FFT ALGORITHM 
A fast Fourier transform (FFT) is a calculation to process the 

discrete Fourier change (DFT) and it’s opposite. Fourier 

examination changes over time (or space) to recurrence and 

the other way around; a FFT quickly registers such changes 

by factorizing the DFT network into a result of scanty (for the 

most part zero) elements. 
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Figure 2: Radix-2 Decimation in Time Domain FFT 

Algorithm 

As a result, fast Fourier transforms are widely used for many 

applications in engineering, science, and mathematics. Show 

the butterfly operations for radix-2 DIT FFT & DIF FFT in 

figure 2 and figure 3 respectively. The radix-2 algorithms are 

the simplest FFT butterfly algorithm.  

 

 

Figure 3: Radix-2 Decimation in Frequency Domain FFT 

Algorithm  

4. PROPOSED METHODOLOGY 
Complex augmentation is a more troublesome operation to 

comprehend from either a logarithmic or a geometric 

perspective. How about we do it mathematically to start with 

and we should take particular complex numbers to duplicate, 

say 

 

                      A + j B = (A1 + j B1). (A2 + j B2)           (1) 

 

However the complex multiplication can be simplified: 

 

                   A = (A1 – B2) .A2 + Z                                       (2) 

 

                 B = (A2 + B2) .A2 - Z                                       (3) 

 

With:         Z = A2. (A1 – B1)                               (4) 

                   
 

 

 

 

Signed Multiplier:- 

Fig 4 shows the sign multiplier below: 

 

 
 

Figure 4: Signed Multiplier 

5. SIMULATION RESULT 
All the outlining and trial in regards to calculation that we 

have said in this paper is being created on Xilinx 6.2i 

refreshed rendition. The most recent arrival of ISETM 

(Integrated Synthesis Environment) plan instrument gives the 

low memory prerequisite estimated 27 rate low. ISE 6.2i that 

gives propelled devices like brilliant aggregate innovation 

with better use of their figuring equipment gives speedier 

planning conclusion and higher nature of results for a superior 

time to outlining arrangement. In the result fig 5, 6, 7, 8, 9 

shows the Synthesis report, Timing summary, RTL view, 

output waveform of 8 bit multiplier addition operation 

respectively. Fig 10, 11, 12, 13 shows the Synthesis report, 

Timing summary, RTL view and output waveform of 8 bit 

addition multiplier operation respectively. 

 
Table 1: Computational Delay of Multi-add And Add-

multi Operations 

 

Architecture TMA TAM 
TAM-

TMA 

% 

Difference 

8-bit 

Previous 

Design 
8.345 8.96 0.615 6.9% 

Proposed 

Design 
8.048 8.343 0.295 3.5% 

16-bit 

Previous 

Design 
9.453 10.321 0.868 8.4% 

Proposed 

Design 
8.653 9.240 0.587 6.3% 

32-bit 

Previous 

Design 
14.532 14.982 0.45 3.0% 

Proposed 

Design 
13.671 14.010 0.339 2.4% 
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Figure 5: Synthesis Report of 8-bit multiplier addition 

Operation 

 

 
 

Figure 6: Timing Summary of 8-bit multiplier addition 

Operation 

 

 
 

Figure 7: RTL view of 8-bit multiplier addition Operation 

 

 
 

Figure 8: Output waveform of 8-bit multiplier addition 

Operation 

 
 

Figure 9: synthesis report of 8-bit multiplier addition 

Operation 

 

 
 

Figure 10: Synthesis Report of 8-bit addition 

multiplication operation 

 

 
 

Figure 11: Timing Summary of 8-bit addition 

multiplication operation 
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Figure 11: RTL view of 8-bit addition multiplier operation 

 

Figure 12: Output waveform of 8-bit addition 

multiplication operation 

6. CONCLUSION 
After the simulation work and implemented, we have found 

higher performance  than the previous algorithm because less 

power consumed the previous algorithm in this paper all 

design all are implemented Xilinx 6.2i vertex2p device family 

and calculate the new parameter Slice, LUT (look up table), 

IOB (input output bounded), MPCD (maximum combinational 

path delay). 

7. FUTURE SCOPE 
In future, we can extend the work to variable length of 256 / 

512 / 1024 / 2048 points etc. to improve the requirements of 

high throughput, consumption of low power and low area. 

Higher Mixed Radix number or Iterative Radix 2 can be 

employed to improve the percentage of utilization of 

hardware.  
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